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Quantifying the influence of the ion cloud on
SAXS profiles of charged proteins†

Miloš T. Ivanović, ‡a Linda K. Bruetzel,b Roman Shevchuk,a Jan Lipfert b and
Jochen S. Hub ‡*a

Small-angle X-ray scattering (SAXS) is a popular experimental technique used to obtain structural

information on biomolecules in solution. SAXS is sensitive to the overall electron density contrast

between the biomolecule and the buffer, including contrast contributions from the hydration layer and

the ion cloud. This property may be used advantageously to probe the properties of the ion cloud

around charged biomolecules. However, in turn, contributions from the hydration layer and ion cloud

may complicate the interpretation of the data, because these contributions must be modelled during

structure validation and refinement. In this work, we quantified the influence of the ion cloud on SAXS

curves of two charged proteins, bovine serum albumin (BSA) and glucose isomerase (GI), solvated in five

different alkali chloride buffers of 100 mM or 500 mM concentrations. We compared three

computational methods of varying physical detail, for deriving the ion cloud effect on the radius of

gyration Rg of the proteins, namely (i) atomistic molecular dynamics simulations in conjunction

with explicit-solvent SAXS calculations, (ii) non-linear Poisson–Boltzmann calculations, and (iii) a simple

spherical model in conjunction with linearized Poisson–Boltzmann theory. The calculations for BSA

are validated against experimental data. We find favorable agreement among the three computational

methods and the experiment, suggesting that the influence of the ion cloud on Rg, as detected by SAXS,

may be predicted with nearly analytic calculations. Our analysis further suggests that the ion cloud effect

on Rg is dominated by the long-range distribution of the ions around the proteins, as described by

Debye–Hückel theory, whereas the local salt structure near the protein surface plays a minor role.

1 Introduction

The ion cloud is an integral part of charged biomolecules, since
the ions may influence the biomolecules’ stability, structure,
aggregation, and function.1–3 Hence, major efforts have been
invested over the last decades to understand the structure and
the determinants of the ion cloud of biomolecules. Most studies
have focused on the ion cloud of nucleic acids, owing to their
pronounced negative charge,1,3–18 whereas less work has focused
on the ion cloud of charged proteins.19,20

Investigating the ion cloud is complicated by its fluctuating
and dynamic nature; hence, combined experimental, theoretical,
and simulation-based approaches are required to develop

quantitative and atomic-level understanding of the ion clouds of
biomolecules. Experimentally, the ion cloud has been probed by
methods such as atomic emission spectroscopy, small-angle X-ray
scattering (SAXS), as well as anomalous SAXS (ASAXS).19,21–26

Theoretically, Poisson–Boltzmann (PB) theory provides a frame-
work for modeling ion distributions; however, unmodified or
‘‘native’’ PB theory neglects effects from the finite size of ions,
ion–ion correlations, and from specific salt bridges formed
between ions in solution with charged groups on the biomole-
cule’s surface. Hence, several extensions to the native PB theory
have been proposed.27–30 In principle, molecular dynamics (MD)
simulations likewise overcome such limitations, hence they
have been routinely used to model the distribution of ions and
water around biomolecules.10–14,16–18 Results from MD simula-
tions are compatible with other theoretical predictions and
experiments,5,6,9,15,19 suggesting that MD simulations predict a
reasonably accurate ion distribution, despite some well-known
limitations of certain ion force fields.31–34 Complementary, the
3D-RISM method has been suggested as computationally efficient
method for modeling the solvation shell of biomolecules.5

SAXS is an increasingly popular method for obtaining low-
resolution structural information of biomolecules in solution,
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described in a number of excellent reviews.35–44 Whereas SAXS
has originally been used to obtain the approximate size and
shape of biomolecules, it has developed into an increasingly
quantitative probe thanks to technical developments in light
sources and detectors, setups coupled with size-exclusion
chromatography (SEC-SAXS),45 and established standards for
sample preparation and validation.46,47 Such developments
reduced not only the statistical noise in the data, but, more
critically, also the risk of systematic errors, for instance owing
to aggregation, poor buffer matching, or radiation damage.
However, to harvest the increasingly accurate and reliable
structural information contained in the data, by means of
validating or refining structural models against the SAXS data,
increasingly accurate computational methods are required for
predicting SAXS curves from a given structural model.

SAXS detects the electron density contrast, Dr(r), between
solute and solvent, including the contributions from the hydration
layer and the ion cloud.38 Hence, in order to draw structural
conclusions form the data, understanding of the influence of the
hydration layer and of the ion cloud on the SAXS curve is required.
The influence of the hydration layer on SAXS data has been
investigated both using experiments,48 with a simple spherical
model,49 and using MD simulations.50–55 Such studies established
that the density of the hydration layer of proteins in aqueous
solutions is, on average, often increased compared to the bulk,
which manifests in an increased radius of gyration, Rg, as extracted
from a Guinier fit to the SAXS curve. Notably, the increase of Rg

due to the hydration layer is protein-dependent, suggesting that
also the hydration layer is protein-dependent.51 In contrast, the
influence of the ion cloud of charged proteins on SAXS curves is
less well understood. Zhang et al. investigated the influence of
ionic strength on SAXS and small-angle neutron scattering (SANS)
data on the charged model protein bovine serum albumin (BSA),
with a focus on protein–protein interactions.56,57 In addition, Kim
et al. disentangled contributions from water and ions on the
hydration layer of supercharged proteins by combining SAXS with
SANS.20 However, to our knowledge, the effect of the ion cloud on
Rg has not been systematically addressed.

Computationally efficient methods for SAXS curve prediction,
such as CRYSOL, FoXS, or SASTBX account for the hydration
layer with simplified descriptions, for instance by modelling a
uniform excess density around the protein surface, or by scaling
the atomic form factors of solvent-exposed atoms.58–61 To
improve the agreement with experiment, such method allow
the fitting of a free hydration layer-related parameter against the
data. In the case of charged proteins, which exhibit a counter ion
cloud, the hydration layer-related parameter will presumably
also absorb the contrast contributions from the ion cloud.
However, such fitting parameters, just like any freely adjustable
model parameter, may be problematic. Fitting parameters may
(i) increase the risk of overfitting,62 and (ii) they reduce the
amount of structural information that can be harvested from
the data. For instance, we observed in the context of a protein-
detergent complex that the free parameter for hydration
layer may be overfitted, thereby absorbing inaccuracies in the
structural model.63

SAXS curve predictions based on explicit-solvent MD simulations
avoid such a hydration layer-related fitting parameter.51,53–55,64

Notably, such methods may, in addition, avoid fitting parameters
related to the excluded volume – an advantage that is not
further discussed in this article. When predicting SAXS curves
with explicit-solvent MD simulations, the solvation shell
included into the SAXS predictions should contain all solvent
density modulations caused by the biomolecule; for uncharged
or only weakly charged proteins, it was found that a solvation
shell thickness of 7–8 Å is sufficient to account for the water
density modulations in the hydration layer.51,53 For highly
charged proteins, however, additional solvent density modula-
tions appear owing to the counter ion cloud,20 which decay
exponentially into the bulk with a characteristic length scale,
termed Debye length, lD. For an approximately physiological
100 mM salt solution of monovalent ions, one obtains lD E
9.7 Å, suggesting that density modulations due to ions reach
much farther into the bulk as compared to the water density
modulations in the hydration layer. Hence, to account for
effects from the ion cloud during explicit-solvent SAXS predic-
tions, a large simulations system is required, as a solvation shell
with a thickness of multiple Debye lengths must be included
into the SAXS calculations. As we show here, such calculation are
feasible and may predict the influence of the ion cloud on Rg;
however, because such calculations are computationally quite
expensive, they may not be suitable for routine applications.
Therefore, we present computationally efficient alternatives for
predicting the ion effects on Rg, based on non-linear PB calcula-
tions, and, even simpler, based on a spherical protein model in
conjunction with linearized PB theory. The simplified calcula-
tions provide (i) computationally efficient predictions of the ion
cloud effect on Rg; (ii) reveal whether explicit-solvent SAXS
prediction with a finite solvation shell thickness are biased
by missing contributions from far-distant ions (outside the
included solvation shell); and (iii) offer quantitative corrections
for such missing contributions.

In this work, we studied the influence of the counter ion
cloud on SAXS curves of two charged proteins: (i) moderately
charged (Q = �16e) bovine serum albumin (BSA) and (ii) highly
charged (Q = �60e) glucose isomerase (GI), in a series of alkali
chloride solutions. BSA and GI carry considerable charge and
have been frequently used as model proteins in SAXS studies,
making them ideal test cases for the present study. We con-
sidered systems with a relatively low concentration (100 mM),
implying a large Debye length of lD E 9.7 Å, and systems with
increased salt concentration (500 mM), implying a short Debye
length of lD E 4.3 Å. Remarkably, for such common buffer
conditions, we found that the influence of the ion cloud on Rg is
in a similar range as the influence of the hydration layer on Rg

(up to B2 Å), demonstrating that an accurate interpretation
of SAXS data requires accurate modelling of the ion cloud. We
used four different methods to obtain the influence of the ions
on Rg, namely (i) atomistic MD simulations in conjunction with
explicit-solvent SAXS calculations, (ii) a spherical protein model in
conjunction with linearized Poisson–Boltzmann (PB) calculations,
(iii) an atomic protein model in conjunction with non-linear
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Poisson Boltzmann (PB) calculations, and (iv) SAXS experi-
ments. We found reasonable agreement between the four
methods, suggesting that the simplified methods may estimate
ion cloud effect on Rg. Further, we analyze the trends of Rg as a
function of ion type, ion concentration, protein charge, and
protein size, providing a reference for the analysis of SAXS data
of charged proteins in future studies.

A Python implementation of the spherical model, as well as
a modified GROMACS version that implements the explicit-
solvent SAXS calculations are provided on the authors’ website
at https://biophys.uni-saarland.de/software.html.

2 Methods
2.1 SAXS experiments of BSA

Bovine serum albumin (BSA) (product no. A7638) was pur-
chased from Sigma-Aldrich and used without further purifica-
tion. Solutions with BSA concentrations of 2.5 mg ml�1 and
5.0 mg ml�1 were prepared by dissolving the lyophilized
powder in buffer solutions containing 50 mM KOH, 50 mM
HEPES, pH = 7.5 and 100 mM (or 500 mM) of different alkali
chlorides (i.e. LiCl, NaCl, RbCl, or CsCl). Sample and buffer solutions
were syringe filtered with 0.22 mm pore size (Merck Millipore,
Germany) and centrifuged at 13 500 rpm for 10 min in a tabletop
centrifuge (Eppendorf, Germany) prior to each measurement.

SAXS measurements were carried out at beamline BM29,
ESRF, Grenoble65 at an X-ray wavelength l of 0.99 Å, using a
sample-to-detector distance of 2.87 m and a Pilatus 1 M detec-
tor, resulting in a usable q-range of 0.06 to 3.0 nm�1

(q = 4p sin(y)l�1, where y is the total scattering angle). For each
sample concentration, 10 runs with an exposure time of 4 s in
‘flow’ mode were conducted at room temperature. Buffer
samples were measured using identical procedures before
and after each sample measurement. Sample and buffer data
from each run were analyzed for radiation damage; no damage
was observed in any of the measurements. Matching sample
and buffer profiles were averaged and buffer profiles were
subtracted for background correction.

We performed Guinier analyses to determine radii of gyration
(Rg) for all measured samples by fitting the logarithm of the
scattering intensity as a function of q2 to a straight line for small
values of q. Mean and the reported standard deviations of the Rg

values for each sample were computed from 10 Rg calculations
that systematically varied the maximum q of the fitting range
between 1.0 o qmax�Rg o 1.3. For comparison, we also computed
the standard deviations via error propagation using a fixed
fitting range, which provided very similar standard deviation
estimates. We found that Rg estimates from 2.5 mg ml�1 samples
were systematically larger than estimates from the 5.0 mg ml�1

samples, presumably due to protein–protein interactions; speci-
fically, Rg was larger by B1 Å at 100 mM salt concentration, and
by B0.5 Å at 500 mM salt concentration. However, the modula-
tions of Rg upon varying the alkali cation was very similar for the
2.5 mg ml�1 and 5.0 mg ml�1 samples, suggesting that protein–
protein interactions have only a small effect on the change of Rg

due the ion cloud (Fig. S1, ESI†). Hence, as we here focus purely
on the increase of Rg due the ion cloud, we averaged Rg taken
from the 2.5 mg ml�1 and 5.0 mg ml�1 samples.

2.2 Method 1: spherical model in conjunction with linearized
Poisson–Boltzmann calculations

At low electrostatic potentials, ecF { kBT, the non-linear Poisson–
Boltzmann (PB) equations can be linearlized, thereby allowing
analytic solutions for simple geometries. Here, ec denotes the unit
charge, F the electrostatic potential, kB the Boltzmann constant, and
T the temperature. As a model that allows such analytic solution of
the linearized PB equation, we modeled the charged protein as a
uniform sphere defined by its volume V, electron density rsph, and
total charge Q. Values for V and rsph were taken such that the rsph

and the forward scattering intensity Ĩ(0) match with the values
computed from the protein structure, while neglecting any ion cloud
effects. Accordingly, rsph and Ĩ(0) of the protein structure were
first computed with the CRYSOL,58 using the default CRYSOL
parameters, and the volume of the sphere was calculated as

V = Ĩ(0)1/2/(rsph � rwater), (1)

where rwater denotes electron density of the water. The radius of
the sphere is

Rsph = (3V/4p)1/3, (2)

and its radius of gyration is

R̃g = (3/5)1/2Rsph. (3)

Hence, the absolute radius of gyration of the spherical model
may differ from the radius of gyration of the protein; however,
we found that matching Ĩ(0) (or the total contrast) between
protein and spherical model is more relevant for predicting the
change of the radius of gyration owing to the ion cloud (DRg)
than matching the absolute radius of gyration.

For a uniformly charged sphere, the linearized PB equation can
be solved analytically, as described in many monographs.66,67

Accordingly, the space is divided into three regions (Fig. S5, ESI†):
(1) the protein, r o Rsph; (2) an ion-exclusion layer, Rsph o r o a,
taking into account that the centers of finite-sized ions cannot
move arbitrarily close to the protein surface. Hence, the thickness
of the ion-exclusion layer is typically given by the ion radius; and (3)
the solvent, r 4 a. The electrostatic potential in the region (3) is:67

FðrÞ ¼ Qeka

eð1þ kaÞ �
e�kr

r
(4)

where a is the sum of Rsph and the exclusion layer thickness.
The symbol e denotes the permittivity, and k = 1/lD is the
Debye–Hückel parameter, given by:

k ¼ 8pMec
2

ekBT

� �1=2

: (5)

Here, M is the number density of the ions in bulk at a large
distance from the protein. Given the potential, the number
density of the ion species i with ionic charge qi is given by

ni(r) = MeqiF(|r|)/kBT, (6)
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where the index i indicates either the anion or the cation. The
number densities ni(r) were written as functions of a Cartesian
vector r to keep the following equations applicable also for non-
spherical geometries (Method 2, see next paragraph). From the
number densities ni(r), the effect of the counter ion cloud on
the electron density contrast may be computed via

drCIðrÞ ¼
X
i

niðrÞDNe
i (7)

where the DNe
i denotes the contrast per ion, given in units

‘‘number of electrons’’ e. The contrast per ion DNe
i is given by

DNe
i = Ne

i � Virwater, (8)

where Ne
i and Vi denote the number of electrons and the volume

of ion species i, respectively, and rwater is the density of water.
For chloride, for instance, Ne

i would take the value 18e. The
volumes Vi of the ions were taken from the ionic radii in
aqueous solutions reported in ref. 68. The radius of gyration
of the spherical protein model, including the effect of the
counter ion cloud, is defined via

Rg
2 ¼

ð
DrðrÞdr

� ��1ð
DrðrÞðr� rsÞ2dr; (9)

where rs denotes the center of mass of the protein, and we used:

DrðrÞ ¼

rsph � rbulk if jrj � Rsph

0 if Rsph o jrj � a

drCIðjrjÞ if jrj4 a

8>>><
>>>:

(10)

where rbulk denotes the bulk density of the salt solution. The
integrals in eqn (9) was evaluated numerically. Finally, the
change in the radius of gyration due to the ion cloud was taken
as DRg = Rg � R̃g.

2.3 Method 2: non-linear Poisson–Boltzmann calculations

In contrast to the linearized PB equations used for the spherical
model (last paragraph), the non-linear PB equations remain
valid at high electrostatic potentials where ecF(r) \ kBT. There-
fore, as the second method for computing the ion distribution
around the charged proteins, we used non-linear Poisson–
Boltzmann calculations. The calculations were carried out
with the Adaptive Poisson–Boltzmann Solver (APBS).69 The
structures of BSA and GI were prepared with the PDB2PQR
software.70,71 The total size of the grid was 50 � 50 � 50 nm3,
using a grid spacing 2.6 Å. The center of mass of the protein
was placed at the center of the grid. All calculations were
conducted using the non-linear Poisson–Boltzmann equation.
The radius of gyration was calculated using the same approach
as described in the previous paragraph (eqn (7) through (10)).
However, the ion densities ni(r) were not taken from eqn (6),
but instead from the APBS result, and the integrals of eqn (9)
were evaluated by using a discrete sum over the APBS grid
points. Here, the density of the protein was accounted for
by assigning the electrons of the protein atoms to the nearest
APBS grid point.

2.4 Method 3: SAXS and ion density calculations from
explicit-solvent MD simulations

Among the three computational models applied in this study,
MD simulations provide the highest level of physical detail. The
MD simulations are based on all-atom models of the protein,
water, and ions. In contrast to the PB calculations employed
here, MD simulations account for fluctuations of water, ions,
and protein atoms, and they naturally include ion–ion correla-
tions. Given that the employed force field accurately models
ion–protein contacts, the simulations may further account for
transient ion–protein salt bridges, for instance between cations
and acidic amino acids. Accurate parameters for ion–protein
contacts are available for certain ions,72,73 and remain a matter
on ongoing force field development.

SAXS curves were computed from the MD simulations using
explicit-solvent SAXS calculations.51,74 Accordingly, all explicit
water molecules and ions within a predefined distance from the
protein contributed to the SAXS calculations, as defined by a
spatial envelope (Fig. 1A and B, blue surfaces). Here, the envelope
should be chosen large enough such that the solvent at the
envelope surface is bulk-like, or, more precisely, that density
correlations between the inside and the outside of the envelope
are due to bulk solvent.55 Following previous work,51,53 the buffer-
subtracted SAXS curve was computed from the scattering of
atoms inside the envelope volume, as taken from MD simula-
tion frames of two systems: (i) containing the protein in solvent
and (ii) containing purely solvent (Fig. S2, ESI†).

To find an appropriate protein-envelope distance d, we
computed DRg with the spherical model (Method 1, see above)
using increasing solvation shell thicknesses. We found that DRg

was mainly determined by the ions within approx. three Debye
lengths from the protein surface (Fig. S3C, ESI†). Hence, for
production calculations, we used envelopes at distances of
3.0 nm and 1.6 nm from the proteins in systems with 100 mM
and 500 mM salt, respectively. Ions at larger distances from the
protein had a smaller effect on DRg, which could in principle be
captured by using even larger envelopes. However, with very
large envelopes, calculations revealed numerical instabilities
because (i) the SAXS curves are computed as a difference
between two increasingly large numbers (scattering of protein
including the hydration layer minus pure buffer scattering); and
(ii) presumably due to tiny density mismatches between the
protein and the pure-buffer simulation systems, which cannot be
fully corrected by our density correction scheme.51 Therefore, we
used the spherical model (Method 1, see above) to estimate the
DRg contribution from ions outside the envelope, leading to
corrections of 33%, 11%, 19% and 7% for the systems BSA/
100 mM, BSA/500 mM, GI/100 mM and GI/500 mM, respectively.
This estimate is justified by the fact that the ion densities at large
protein distances follow the Debye–Hückel behavior both in MD
simulations and in the spherical model (Fig. S3, ESI†).

The radius of gyration Rg was computed by fitting the
Guinier approximation to the computed SAXS curves at small
q, following ln[I(q)/I(0)] = �(qRg)2/3, where I(0) is the forward
intensity. Here, in contrast to the Guinier fit to the experimental
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SAXS curves (see above), we used a fixed q range because the
calculated I(q) curves follow exactly the Guinier approximation
at small q.51 Scattering contributions from the excluded solvent
were computed with simulation boxes which contained the
same concentration of the same ion species as the simulation
boxes with the proteins, as described previously;51,74 otherwise,
artifacts due to buffer mismatch would arise, in particular in
systems with electron-rich ions (rubidium and caesium) and
high salt concentration (500 mM). Notably, such buffer mismatch

artifacts would arise not purely due to a mismatch in the mean
solvent density (which can be corrected51,55), but also due a
mismatch owing to ion–ion correlations (Fig. S4, ESI†). The
error bars for Rg were computed by block averaging, using
blocks of 3 ns.

The number density of ions versus distance from the protein
was computed by constructing a series of envelopes around
the protein, where the distance of the envelope vertices from
the protein atoms was increased in steps of 0.25 Å. Then, the

Fig. 1 Simulation systems of (A) bovine serum albumine (BSA) and (B) glucose isomerase (GI), each with 100 mM NaCl buffer. Proteins are shown in red
cartoon representation, water as sticks, and Na+ and Cl� ions as green and purple spheres. Envelopes (blue surface) at a distance of 30 Å from the protein
atoms. Explicit water and ions inside the envelope were included into the SAXS predictions (opaque sticks and spheres), whereas water and ions outside
the envelope are not included into SAXS predictions (transparent sticks and spheres). (C–J) Number density of alkali and chloride ions as a function of
distance d from the protein, taken from atomistic MD simulations of (C–F) BSA and (G–J) GI. Bulk ion concentrations of alkali chloride were either
100 mM (C, D, G and H) or 500 mM (E, F, I and J). The color code indicates the alkali species present in the system (Li+, Na+, K+, Rb+, or Cs+, see legend). Blue
rectangles indicate regions of ion–protein salt bridges, while gray rectangles represent regions where distribution of ions follow Debye–Hückel theory.
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number densities were taken from the average number of ions
between adjacent envelopes, averaged over the MD trajectories.

2.5 MD setup and parameters

The initial structures of bovine serum albumin (BSA) and
glucose isomerase (GI) were taken from the Protein Data Bank
(PDB; codes 4F5S75 and 1MNZ,76 respectively). Organic molecules
from the crystallization buffer were removed. The structures were
placed into a simulation box of a rhombic dodecahedron, keeping
a distance of at least 6.0 nm and 3.5 nm to the box boundary in
the 100 and 500 mM salt concentration, respectively. The simula-
tion boxes were filled with explicit TIP3P water.77 Alkali metal and
chloride ions were added by replacing the appropriate number of
water molecules with ions. To neutralize the system, the number
of added cations was larger by 16 (BSA) or 60 (GI) than the number
of added Cl� ions. The energy of each system was minimized with
the steepest-descent algorithm.

The simulations were carried out using the GROMACS
simulation software, version 5.1.2.78 During all simulations,
the positions of the heavy atoms of the protein were restrained
at the crystallographic positions with a harmonic potential
(force constant 1000 kJ mol�1 nm�2). This procedure ensured
that modulations of the SAXS curve are purely a consequence of
the ion cloud and the buffer, but not a consequence of varying
protein conformations. Electrostatic interactions were calcu-
lated with the particle-mesh Ewald method,79,80 and dispersive
interactions were described by a Lennard-Jones potential with a
cutoff at 1 nm. Bond lengths and angles of water molecules were
contained with the SETTLE algorithms,81 and all other bond
lengths were constrained with P-LINCS.82 Each system was
equilibrated for 30 ns. Longer equilibration had no effect on
the SAXS curves. Production simulations were run for another 70
to 400 ns. The temperature was controlled at 300 K through
velocity rescaling83 (t = 1 ps) and using a stochastic dynamics
integration scheme84 during equilibration and production runs,
respectively. The pressure was kept at 1 bar with a Berendsen85

and the Parrinello–Rahman barostat86 (t = 0.4 ps) during equili-
bration and production runs, respectively, thereby allowing
stable box relaxation during equilibration and guaranteeing
the correct ensemble during production.

2.6 Force field parameters

Interactions of the protein and ions in KCl, RbCl and CsCl
solutions were modeled with the Amber99SB-ILDN force
field87,88 and using the Joung–Cheatham ion parameters.89 Li+

and Na+ ions modeled with the Joung–Cheatham parameters
were found to bind strongly to aspartate and glutamate residues,
leading to effects in the SAXS curves that did not match
experimental findings. Therefore, systems containing NaCl were
instead modeled with the CHARMM36 force field,90,91 version of
November 2016, translated into GROMACS.92 The CHARMM36
force field implements a corrected Lennard-Jones (LJ) diameter
acting between Na+ and the oxygen atoms of carboxyl groups,
termed NBFIX, thereby avoiding overbinding of Na+.72

However, we observed strong binding of lithium Li+ ions to
carboxyl groups, also if simulated with CHARMM36. Hence, we

hypothesized that the original force fields overestimate the
lithium–carboxylate salt bridges, as previously reported for
Na+.72 As a simple measure to avoid such overbinding, we
increased the LJ diameter sLi–OC acting between the Li+ atom type
and the OC atomtype of the carboxylate oxygen atoms, thereby
overruling the Lorentz–Berthelot combination rule. We tested a
series of sLi–OC and found that an increase of sLi–OC by 6% is
sufficient to avoid excessive overbinding. Hence, we used sLi–OC

increased by 6% for production simulations, sLi–OC = 0.283 nm.
This increase is in the same order of magnitude as the increase by
3.8% for the Na+–OC LJ diameter implemented in the NBFIX.73

For comparison, we also tried to avoid overbinding of Li+ modeled
with the Joung–Cheatham parameters to carboxylate groups
modeled with Amber99SB-ILDN. We found that the respective
LJ diameter must be increased by B50% to avoid overbinding,
suggesting that the Amber99SB-ILDN/Joung–Cheatham force
field combination is more prone to Li+ overbinding. Further,
we note that for cations that do not overbind (K+, Rb+, and Cs+),
the calculated SAXS curves computed form CHARMM36 or
Amber99SB-ILDN simulations were nearly identical.

3 Results and discussion
3.1 Counter ion cloud and SAXS curves from MD simulations

To investigate the influence of the ion clouds on SAXS curves, we
carried out MD simulations of two negatively charged proteins:
bovine serum albumine (BSA, charge Q = �16e, Fig. 1A) and
glucose isomerase (GI, Q = �60e, Fig. 1B). The simulations were
conducted with ten different alkali chloride buffers composed of
LiCl, NaCl, KCl, RbCl, or CsCl, either at 100 mM or 500 mM
concentrations. Fig. 1C–J presents the ion concentration of alkali
cations and chloride anions in the ion cloud, as averaged over at
least 50 ns of simulation, and plotted versus the distance from
the nearest protein atom. Overall, the concentration curves show
that cations are attracted whereas anions are repelled from the
proteins, as expected for negatively charged proteins. More
specifically, sharp peaks at small distances reflect transient salt
bridges formed with protein residues (d E 0.25 nm, light blue
background).93 Smaller maxima and minima at intermediate
distances indicate ions of the second and third solvation layer
(d approx. 0.4 nm to 0.7 nm).5,6 At large distances, the concen-
trations gradually decay to the bulk level following the Debye–
Hückel theory (gray background). This decay is slower at 100 mM
compared to 500 mM (compare Fig. 1C, D, G, H with E, F, I, J)
rationalized by the fact that the Debye length is larger at 100 mM
as compared to 500 mM. Hence, the MD simulations provide
a detailed model of the ion cloud, including effects from (i)
specific ion–protein salt bridges, (ii) solvation layer effects due
to ion–ion correlations, captured only beyond a mean-field
description of the ion cloud, as well as (iii) Debye–Hückel
behavior at large distances.

Fig. 2(A–D) presents SAXS curved of BSA in the ten different
alkali chloride buffers, either computed from MD simulations
(Fig. 2A and B) or obtained experimentally (Fig. 2C and D).
SAXS curves of GI were purely obtained from MD simulations
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(Fig. 2E and F). Critically, the SAXS curves were computed from
MD simulations with position restraints on the heavy atoms,
making sure that variations in the SAXS curve are purely a
consequence of the ion cloud and not due to a conformational
change in the protein. The overall agreement between the SAXS
curves from MD simulation and from experiment is reasonable.
Exceptions are the systems with 500 mM RbCl or 500 mM
CsCl, presumably due to a small buffer mismatch between the
protein solution and the buffer solution (Fig. 2D, blue and
orange curves). In addition, Fig. 2 demonstrates that the overall
SAXS intensity decreases at high salt concentrations of electron-
rich ions, in particular Rb+ and Cs+, because the contrast of the
protein with respect to the buffer decreases (Fig. 2B and F, blue
and orange curves).

3.2 Effect of the ion cloud on the radius of gyration

The influence of the ion cloud on the radius of gyration Rg is
presented in Fig. 3, for BSA and GI systems with 100 mM or
500 mM salt buffers. Experimental data (red squares) are
compared with results from our three theoretical models,
namely (i) atomistic MD simulations (black dots), (ii) the
spherical model (green triangles up), (iii) non-linear PB calcula-
tions (blue triangles down). The absolute Rg estimated from
different theoretical methods may differ (Fig. S6, ESI†), either

owing to different modeling of the hydration layer, or because
the absolute Rg of the spherical model may differ from the
absolute Rg of the protein (see section on Method 1). In addition,
the experimental absolute Rg were systematically larger as com-
pared to the MD-based estimates, presumably due to a small
fraction of aggregated BSA, in line with previous findings56

(Fig. S6, ESI†). Therefore, we purely compare the change of
the radius of gyration, DRg, relative to the system with NaCl salt.
As evident from Fig. 3, we find reasonable agreement between
experiment and calculations, suggesting that the trends in the
calculated DRg resemble the experimental conditions. A larger
discrepancy between calculations and experiment was found
purely with the 500 mM CsCl buffer, possibly due to buffer
mismatch between the protein solution and the buffer solution
as suggested from the experimental SAXS curve (Fig. 2D,
orange curve).

Overall, we find that Rg increases upon varying the alkali
cations from Li+ to Cs+, i.e., upon increasing the number of
electrons of the cation. This trend is explained by the combination
of two points: (a) the alkali cations are enriched in the counter ion
cloud of the negatively charged proteins (Fig. 1C, E, G and I),
i.e. the number densities ni(r) of the cations are increased near
the proteins as compared to bulk solvent. Notably, because only
the ion charge enters the PB calculations, ni(r) does not depend
on the type of alkali ions within PB theory; (b) larger alkali cations
impose a larger electron density contrast per ion. In combination,
upon varying the alkali cations from Li+ to Cs+, electron density
contrast of the counter ion cloud increases, which eventually
manifests in an increased Rg.

In addition, by comparing the 100 mM systems with the
500 mM systems, Fig. 3 demonstrates that Rg increases more

Fig. 2 SAXS curves of (A–D) bovine serum albumin (BSA) and (E and F)
glucose isomerase (GI) in different alkali chloride buffers (for color code,
see legend) of 100 mM (A, C and E) or 500 mM (B, D and F) concentration.
(A, B, E and F) SAXS curves computed from MD simulations, and (C and D)
obtained experimentally.

Fig. 3 Change of a radius of gyration DRg, shown relative to Rg in NaCl
solution, as a function of salt type and concentration for (A and B) bovine
serum albumin (BSA) and (C and D) glucose isomerase (GI). Results are
shown as taken from all-atom MD simulations (black circles), non-linear
Poisson–Boltzmann calculations (blue triangles down), the spherical
model (green triangles up), and experiment (red squares). The absolute
values of Rg are shown in Fig. S6 (ESI†).
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strongly with smaller bulk salt concentration (compare Fig. 3A,
C with B, D). This findings is rationalized by a longer Debye
length at lower salt concentration: with longer Debye lengths,
the ion densities decay more slowly to the bulk density, leading
to a modified density contrast at larger distances from the
protein. Since the electron contrast enters the radius of gyration
weighted by the squared distance from the protein center
(eqn (9)), a longer Debye length eventually imposes a larger
influence of salt on Rg.

3.3 Comparison of three theoretical methods for estimating
DRg

Next, we compare the DRg estimates from the three theoretical
methods used here, namely MD simulations, non-linear PB
calculations with atomic protein models using APBS, and linear-
ized PB calculations in conjunction with a spherical protein
model. Despite the fact that the level of molecular detail captured
by the three methods greatly differ, we find reasonable agreement
between the DRg estimates (Fig. 3, black, orange, blue and green
symbols). The agreement between MD simulations and PB
calculations suggests that molecular details of salt–protein inter-
actions, such as transient salt bridges or the ionic solvation
layers, have only a small effect on DRg, and that, instead, DRg is
dominated by the long-range decay of the ion clouds towards
bulk solvent, which is similar among the three models. This
finding further implies that remaining uncertainties in ion–
protein interactions during MD simulations, which might influ-
ence the ion density near the protein surface (Fig. 1C–J, blue
background) have only a small influence on DRg.

In addition, the agreement between non-linear PB calcula-
tions and the spherical model suggest that the non-spherical
shape of BSA has a small effect on DRg, and that linearized PB
calculations as used by the spherical model are sufficiently
accurate for estimating DRg. These findings further imply that
estimating the ion effect on Rg does not strictly require compu-
tationally expensive calculations such as MD simulations, but

instead simplified calculations with reduced computational
cost are sufficient. Hence, we expect that the spherical model
provides a reasonable DRg estimate for many common experi-
mental conditions. Small discrepancies between the DRg

estimates of the spherical model and MD simulations may be
explained by different ion distribution near the protein surface
(Fig. S3, ESI†).

Moreover, we tested influence of the exclusion layer on the
DRg estimates by the spherical model (Fig. S7, ESI†), assuming
exclusion layers between 0 and 2 Å, i.e. in the range of typical
ionic radii. We found that the exclusion layer has only small
effect on the DRg, suggesting that the exclusion layer may be
omitted for predicting DRg.

3.4 A systematic analysis of DRg: effect of salt concentration,
salt type, protein charge, and protein size

We used the spherical model to systematically analyze how
the following quantities influence DRg: (i) bulk salt concen-
tration M, (ii) protein charge Q, and (iii) protein size quantified
by the radius Rsph of the sphere. To this end, we computed DRg

as a function of each of these three quantities, while keeping the
other two quantities fixed, see Fig. 4. Here, the respectively fixed
quantities were taken from the spherical model for glucose
isomerase, using Q = �60e, Rsph = 3.82 nm and r = 431.6 e nm�3

as electron density of the sphere. In scans with fixed bulk salt
concentration we used M = 100 mM. DRg was computed for the
five alkali chloride salts considered in this study (Fig. 4, color
code). We note that at such high charge, the linearized PB
solution is only an approximation; consequently, the spherical
model may slightly overestimate the ion cloud effect on DRg as
compared to the non-linear PB solution, in line with DRg

computed for GI shown above (Fig. 3C and D, compare blue
triangles down with green triangles up). The qualitative trends
of DRg, however, are expected to be correct.

Overall, in agreement with the results presented above,
Fig. 4 shows that larger alkali ions have a larger effect on DRg

Fig. 4 Systematic analysis of the effect of (A) salt concentration, (B) protein charge, and (C) protein size on the increase of the radius of gyration DRg due
to the counter ion cloud, as calculated with the spherical model. (A) DRg versus salt concentration, at fixed protein charge Q =�60e and fixed protein size
(Rsph = 3.82 nm) taken from glucose isomerase (GI). The color indicates the salt type, see legend. (B) DRg versus protein charge, at fixed protein size taken
from GI (Rsph = 3.82 nm) and fixed salt concentration of 100 mM. (C) DRg versus size of the protein, plotted as the radius of the sphere, at fixed protein
charge � 60e and fixed salt concentration 100 mM. The trends for Li+ are inverted with respect to the other alkali cations because Li+ imposes a
significantly smaller contrast per ion as compared to Cl�.
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since they impose a larger electron density contrast per ion. An
exceptional case is Li+ that imposes a much smaller contrast
per ion as compared to Cl�. Here, in case of a negatively
charged protein, the positive contrast owing to Li+ enrichment
is outweighed by the negative contrast owing to Cl� depletion
(and vice versa in case of a positively charged protein);
in consequence, the LiCl salt may lead to inverted trends
in DRg as compared to all other alkali chloride salts (Fig. 4,
black curves).

Fig. 4A presents the effect of the bulk salt concentration M,
illustrating that DRg increases with decreasing M (except for Li+,
which inverts the trend). As pointed out above, this finding is
mainly rationalized by the fact that, upon decreasing M, the
Debye length increases, thereby leading to a modified density
contrast at larger distances from the protein. The concentration
M may, in addition, slightly influence the DRg by shifting the
relative effects from cation enrichment versus anion depletion
from the surface, or vice versa in case of Q 4 0.23 Notably, in the
spherical model, DRg diverges with M - 0 as a consequence of
a diverging Debye length, which deserves an additional com-
ment: the diverging DRg only applies at infinitely low protein
concentration as assumed for the spherical model. Under
experimental conditions of finite protein concentrations, in
contrast, effects from protein–protein interactions would appear
in the SAXS curves, which are not captured by this model. As
such, the divergence at M - 0 is primarily a consequence of the
idealized model of a single protein in an infinite salt solution.
The qualitative trends in Fig. 4A, however, are relevant to
experimental conditions.

Fig. 4B presents the effect of the protein charge Q on DRg.
Only at small |Q|, the DRg(Q) curves are approximately linear,
where the slope strongly depends on the type of ion; the more
negative slopes for larger alkali ions are again a consequence of
the larger contrast per ion. At large |Q|, in contrast, the DRg(Q)
curves exhibit highly non-linear trends. Specifically, the curves
pass through a minimum, whereby the position of the mini-
mum depends on the type of alkali ion. These findings are
rationalized as follows: the ion cloud of negatively charged
proteins, such as GI and BSA, is characterized by an enrichment
of cations (here: alkali cations) and a depletion of anions (here:
chloride). Inversely, the ion cloud of positively charged proteins
is characterized by a depletion of cations and an enrichment of
anions. Both chloride and the alkali ions impose a positive
electron density contrast, i.e., they carry more electrons than the
water molecules that are displaced the by ion. Consequently, as
Q increases from large negative values to large positive values,
the concentration of the alkali ions in the counter ion cloud
decrease, rationalizing the decreasing trends of DRg(Q), as most
apparent for CsCl and RbCl (Fig. 4B, blue and orange curves).
However, since the concentration of the alkali cation in the ion
cloud cannot be depleted below zero concentration, the effects
from anion enrichment may outweigh the effect from cation
depletion at large positive Q, leading to an increasing DRg at
large positive Q. In other words, the non-linear relation between
local concentration and potential (eqn (6)) manifests in the
highly non-linear DRg(Q) relation visible in Fig. 4B.

Fig. 4C shows the effect of the protein size on DRg, as
quantified by the sphere radius Rsph. Evidently, DRg decreases
with increasing size of the protein. This finding is explained by
the fact that the contrast of the sphere increases proportional to
the sphere volume, pRsph

3, whereas, owing to the fixed protein
charge Q, the counter ion cloud adds approximately a constant
contrast. Hence, with increasing Rsph, the additional contrast
due to the counter ion cloud yields decreases relative to the
total contrast.

4 Conclusions

We have presented a systematic analysis on the influence of the
ion cloud of charged proteins on SAXS curves, with a focus on
the modulation of the radius of gyration DRg as detected by a
Guinier analysis. We found that DRg strongly depends on the
protein charge and size, on salt concentration, and on the ion
type. For common test proteins such as BSA and GI, DRg was
found in the range of �0.5 Å to 2 Å relative to a standard NaCl
buffer, suggesting that such modulations are detectable with
modern SAXS experiments, in particular with high-precision
SEC-SAXS setups. Notably, these DRg values are of similar
magnitude as DRg modulations imposed by water density
modulations in the hydration layer,51 suggesting that under-
standing of both, hydration layer and the ion cloud effects on
Rg are equally relevant. We expect our calculations to be useful
for the interpretation of SAXS data of proteins, since they help
to disentangle DRg modulation owing to the ion cloud from
DRg modulation owing to other sources, such as functionally
relevant conformation transitions or water density modulations
in the hydration layer.20

We found that MD simulations in conjunction with explicit-
solvent SAXS calculations may account for ion effects on SAXS
curves, in addition to the influence of the modified water
density in the hydration layer of proteins studied previously.50–55

However, because the ion cloud may impose density modulations
at relatively large distances from the protein, large, computa-
tionally expensive MD simulation systems are required in order
to account for the entire ion cloud in such calculations. To
estimate the ion cloud effect on SAXS data with reduced
computational cost, we introduced two simplified methods
either based on non-linear PB calculations with an atomic
protein model, or based on a simple spherical protein model
in conjunction with linearized PB calculations. The PB calcula-
tions provide accurate estimates for the ion cloud effects on the
radius of gyration at greatly reduced computational cost.

In addition, the PB calculations can be used to test whether
explicit-solvent SAXS calculations with a finite hydration layer
thickness are biased by lacking contributions from ions at large
distance from the protein, outside the layer that is explicitly
included in the calculations. If so, the PB calculations offer
quantitative corrections to the explicit-solvent SAXS calcula-
tions. In combination, explicit-solvent calculations comple-
mented by PB calculations provide SAXS predictions that fully
account for the hydration layer, for specific ion–protein salt
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bridges, for ionic solvation layers, as well as for the long-range
decay of the ion concentration following Debye–Hückel theory.
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