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ABSTRACT: Small-angle X-ray and small-angle neutron scattering (SAXS/SANS)
provide unique structural information on biomolecules and their complexes in
solution. SANS may provide multiple independent data sets by means of contrast
variation experiments, that is, by measuring at different D2O concentrations and
different perdeuteration conditions of the biomolecular complex. However, even
the combined data from multiple SAXS/SANS sets is by far insufficient to define all
degrees of freedom of a complex, leading to a significant risk of overfitting when
refining biomolecular structures against SAXS/SANS data. Hence, to control against overfitting, the low-information SAXS/
SANS data must be complemented by accurate physical models, and, if possible, refined models should be cross-validated
against independent data not used during the refinement. We present a method for refining atomic biomolecular structures
against multiple sets of SAXS and SANS data using all-atom molecular dynamics simulations. Using the protein citrate synthase
and the protein/RNA complex Sxl−Unr−msl2 mRNA as test cases, we demonstrate how multiple SAXS and SANS sets may be
used for refinement and cross-validation, thereby excluding overfitting during refinement. For the Sxl−Unr−msl2 complex, we
find that perdeuteration of the Unr domain leads to a unique, slightly compacted conformation, whereas other perdeuteration
conditions lead to similar solution conformations compared to the nondeuterated state. In line with our previous method for
predicting SAXS curves, SANS curves were predicted with explicit-solvent calculations, taking atomic models for both the
hydration layer and the excluded solvent into account, thereby avoiding the use of solvent-related fitting parameters and solvent-
reduced neutron scattering lengths. We expect the method to be useful for deriving and validating solution structures of
biomolecules and soft-matter complexes, and for critically assessing whether multiple SAXS and SANS sets are mutually
compatible.

■ INTRODUCTION
In studies of biomolecular complexes, small-angle X-ray and
neutron scattering (SAXS/SANS) techniques serve a vital role
in the determination of global structure, subunit composition,
structural diversity, and intrinsic disorder.1−6 While SAXS and
SANS rely upon similar physical principles, they both offer
distinct advantages. Synchrotron SAXS measurements provide
high-throughout data collection at low statistical noise for both
small- and wide-angle regimes.7 SANS is restricted to small
scattering angles, but it leverages the collection of multiple
independent small-angle data sets (i) by modulating the
contrast via the D2O concentration of the buffer, and (ii) by
measuring at different (per)deuteration conditions of the
subunits of the biomolecule. In contrast-matching experiments,
modulating the D2O concentration may render certain
subunits invisible to SANS, thereby providing subunit-specific

structural information in multiprotein complexes, as well as
subdomain-specific distances and orientations in multidomain
proteins.8−12 To maximize the amount of available structural
information, both techniques are often combined, with a
history in applications in soft-matter systems,13,14 protein
complexes,15,16 heterogeneous protein/detergent systems,17

and, more recently, biomolecular hydration.18 Henceforth,
we use the term “small-angle scattering” (SAS) when referring
to both SAXS and SANS. SAS techniques can be further
complemented with information derived from nuclear
magnetic resonance (NMR), fluorescence spectroscopy,
etc.19−24 Such integration of diverse structural information
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empowers research groups to tackle current challenges in
molecular biology and soft-matter physics.
Combining multiple independent SAXS and SANS data sets

obviously increases the amount of information that may be
used to guide algorithms during structure refinement. Even
more critically, and as emphasized in this work, multiple
SAXS/SANS sets open the route for cross-validation to control
against overfitting, which remains a central problem in SAS-
based structural modeling.25,26 Cross-validation has become
routine in crystallography27 and, more recently, in cryo-
electron microscopy (EM)28,29 but has remained underex-
plored in the SAS field.
The integration of data from independent sources, however,

first requires that their mutual compatibility is validatedin
other words, that the measurements indeed report the same
structural state. Particular to SANS, the strong dependence of
hydrogen-bond energies30 on deuteration can lead to
significant changes in complexation and aggregation behavior.
Thus, SAXS curves are often measured in addition to SANS at
different deuteration conditions to provide an independent
reference during structural modeling.
Structure validation and refinement against SAS curves

requires a “forward model”, i.e., an algorithm for computing
SAS curves from a given structural model. Algorithms for
SAXS curve prediction can be grouped into implicit-solvent
and explicit-solvent methods.26 Implicit-solvent methods use
simplified models for the hydration layer and excluded solvent,
hence requiring multiple solvent-related fitting parame-
ters.31−34 Such methods are computationally efficient, yet
with the cost of losing some structural information to the free
fitting parameters.35,36 Further, implicit-solvent methods
typically employ “reduced atomic form factors”, where the
atomic form factors are corrected by the scattering of the
displaced solvent. However, computing reduced form factors
requires knowledge of atomic volumes, but atomic volumes are
only approximately known and may depend upon the local
chemical environment, leading to uncertainties during SAS
predictions.26 Explicit-solvent methods overcome such limi-
tations at an increased computational cost by accurately
modeling the hydration layer and excluded solvent from an
atomistic molecular dynamics (MD) simulation.37−40 Explicit-
solvent methods were primarily used for the prediction of
SAXS, and only very recently for the prediction of SANS
curves.14

Refining protein structures against experimental data
requires, apart from a forward model, also a spatial and
energetic representation of the biomolecule, i.e., a physical
model.26 For refinement against SAS data, the physical model
is particularly critical because the information in the data is by
far insufficient to define all degrees of freedom of a
biomolecule, suggesting that the information in the physical
model is required to avoid overfitting during structure
refinement. Relatively simple physical models such as rigid-
body or normal-model representations have been used
extensively in SAXS and SANS modeling.41−44 Alternatively,
accurate and computationally more expensive physical models
based on all-atom MD simulations have been used to refine
atomic structures and ensembles against SAXS.45−47 Given
that modern and well-validated force fields are used in such
methods, the force field is capable of restraining the
biomolecule in reasonable conformations of low free-energy,
thereby greatly reducing the risk of overfitting. Our group has
established a method for MD-based refinement against SAXS

data, termed “SAXS-driven MD”,45,48 which uses explicit-
solvent SAXS predictions as the forward model.40 This initial
method utilized a differentiable energetic penalty function to
drive the simulation toward a distinct conformation that is
compatible with the data. The method was recently improved
by adopting a Bayesian framework.49 Notably, the explicit-
solvent SAXS predictions are available to nonexperts via the
web server WAXSiS.50

In this work, our previously published SAXS-driven MD45

was augmented to also incorporate SANS data, with the aim to
(i) refine structures simultaneously against SAXS and SANS
data, and (ii) to cross-validate SAS-refined structures against
other SAS data sets that were not used during refinement. The
method was applied to two systems: the ternary protein−RNA
complex between Sex-lethal (Sxl), Upstream-of-N-Ras (Unr),
and male-specif ic lethal 2 (msl2) mRNA (together referred to as
SUM),51 and the closed-to-open transition of the enzyme
citrate synthase.

■ THEORY
Refinement simulations were conducted by coupling the MD
simulations to experimental data with a hybrid potential

E E Er r r( ) ( ) ( )
s

shybrid ff ∑= +
(1)

where r denotes the atomic coordinates of the biomolecule and
the solvent, Eff(r) is the force field energy, and the experiment-
derived energies were taken as

E k n
I q f I q c

r
r

( )
( ; ) ( ( ) )

s s s
i

n
s i s s i s

i

1 1

0

calc, exp,
2

2

s

∑β
σ

=
[ − + ]− −

=
(2)

Here, the index s runs over the available SAXS and SANS
data sets including SANS data sets at different D2O
concentrations and different perdeuteration conditions of the
biomolecule. ks are the force constants, β is the inverse
temperature, and ns is the number of data points along q within
set s used for coupling the simulation to the experimental data.
Icalc,s and Iexp,s denote the calculated and experimental SAXS/
SANS intensities, respectively. At each update step for Icalc,s, the
two fitting parameters fs and cs were adjusted so as to minimize
Es: fs adjusts the overall scale of Iexp,s, while cs absorbs
contributions from incoherent neutron scattering as well as
uncertainties owing to buffer subtraction. The uncertainties σi
include contributions from both statistical errors and estimated
systematic errors. Where simulations were refined to match
SAXS or SANS data alone, the respective force constants ks for
the excluded data sets were set to zero.
As a side note, given that the force constant is taken as ks =

Nindep,s/2, where Nindep,s is the number of independent data
points in SAS curve s, the ensemble obtained by running a
simulation with the energy Ehybrid(r) may be interpreted as the
posterior distribution obtained by Bayesian inference.49,52 In
such a Bayesian framework, choosing fs and cs by minimizing Es
is equivalent with considering fs and cs as (initially unknown)
nuisance parameters that were analytically marginalized out.49

As such, fs and cs are not fixed to empirical ad hoc values, but
instead all possible combinations of the unknown fs and cs are
taken into account during structure refinement. Because the
posterior quantifies our state of knowledge in the light of the
data and the force field, the width of the posterior as given by
the SAS-derived ensemble provides a rigorous confidence
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interval for the refined biomolecular structures. In this work,
however, we did not further emphasize the possibility of a
Bayesian interpretation of SAS-restrained simulations. Instead,
we here chose ks empirically and focused on driving
conformational transitions guided by SAS data.

■ IMPLEMENTATION
SANS Predictions. The SAXS and SANS intensities were

computed using the explicit-solvent algorithms first imple-
mented via the WAXSiS method.50 Here, we expanded
WAXSiS capabilities to also tackle SANS prediction by
replacing the X-ray atomic form factors with neutron scattering
lengths, utilizing previously described formalisms.40 Scattering
length values were taken from ref 53. Due to the explicit-
solvent description, all SAXS and SANS predictions employ an
atomistic model for both the hydration layer and the excluded
solvent. This approach provides several benefits, as it requires
no solvent-related fitting parameters nor reduced form factors,
and it also incorporates contributions from fluctuations of
protein and solvent. To ensure a numerically accurate buffer
subtraction,40 we corrected the density of all water models to
the experimental standard value of 334 e nm−3. A fixed spatial
envelope around the solute was defined to include the
contribution of the hydration layer (Figure 1), while ensuring

that solvent behaviors at and beyond the envelope surface are
sufficiently bulk-like. This results in cancellation of solvent
contributions outside the envelope within the explicit-solvent
formalism.38,40 Our implementation of all methods described
above is available via the authors’ Web site (https://biophys.
uni-saarland.de/software.html) as an in-house extension of the
MD software GROMACS. We note that the net performance
penalty was estimated to be 10−30%, relative to an
unconstrained GROMACS simulation of the same version,
with dependence on system size, number of constraints, and
hardware acceleration.
Deuteration of Biomolecule and Buffer, Isotope-

Dependent Incoherent Scattering. Biomolecules in
deuterated buffer experience hydrogen−deuterium exchange
at solvent exposed sites. We thus adopt a convention54 similar
to ATSAS that assumes only polar hydrogen atoms are
exchangeable, with a reduced exchange ratio (90%) for
backbone amide groups.55 For the purposes of defining
exchangeable hydrogens, our current implementation considers
hydrogen atoms as polar if they are bound to a heavy atom of
element symbol O, N, S, or P.
We implemented two protocols for computing the SANS

signal of a biomolecule in partly deuterated buffer of deuterium

fraction wD2O (0 ≤ wD2O ≤ 1). First, we assigned the mean
neutron scattering length to all potentially deuterated hydro-
gen atoms, that is, to hydrogen atoms of water and to labile
hydrogen atoms of the biomolecule:

b f w b f w b(1 )bb D O H bb D O D2 2
= − + (3)

Here, bH and bD denote the scattering lengths of hydrogen and
deuterium, respectively. The factor f bb is 0.9 for backbone
amide hydrogen atoms and unity for all other hydrogen atoms.
This protocol does not account for any contributions from
incoherent scattering, which arises if the scattering length of an
element is not constant but varies due to (i) different isotopes
or (ii) different orientations between nuclear spins and
neutron spins.
Second, to account for isotope-dependent incoherent

scattering, we implemented a stochastic deuteration protocol,
where scattering lengths of bH and bD were randomly assigned
to all potentially deuterated hydrogen atoms of buffer and
biomolecule. This protocol models the experimental con-
ditions in which individual hydrogen atoms at each time point
are either fully deuterated or not but are obviously not partially
deuterated. Here, at each update step for Icalc,s, each
deuteratable hydrogen atom obtained a scattering length of
bD with the probability f bbwD2O, and a scattering length of bH
otherwise. As may be easily confirmed with the Debye
equation for the scattering intensity, I(q) = ∑ij bibj sin(qrij)/
qrij, where q is the momentum transfer and rij is the distance
between atoms i and j, the two protocols lead to scattering
intensities that differ on average only by a constant owing to
the self-scattering contribution of the atom (terms with i = j).
Hence, averaging the atomic scattering lengths prior to
computing the intensity (first protocol) leads only to a
constant offset in the intensity curve. However, the second
protocol accounts purely for isotope-dependent incoherent
scattering but not for spin-dependent incoherent scattering. In
this work, because (i) we fitted a constant offset to the
experimental curve in any case to absorb contributions from
spin-dependent incoherent scattering, and (ii) curves using
stochastic deuteration converge more slowly, we only report
results following the first protocol.

SANS-Derived Forces. The intensity gradients, as required
to compute SANS-derived forces during refinement simu-
lations, were computed similar to our previously established
SAXS-driven MD method, again by replacing atomic form
factors with neutron scattering lengths.45 At large D2O
concentrations, however, the biomolecule may impose a
negative contrast with respect to the buffer. Consequently, as
the biomolecule moves in one direction, the contrast moves in
the opposite direction, which must be accounted for during the
calculation of the intensity gradients with respect to the
biomolecule’s atomic coordinates. For the present study, we
implemented two schemes to account for negative contrast.
First, we simply scaled the SAS-derived force by a factor of −1
if the overall contrast of the biomolecule was negative. Second,
we scaled all forces by the relative contrast (ρsolute − ρsolvent)/
ρsolute. Both procedures allowed us to refine biomolecular
structures against SANS data at high D2O and, hence, were
sufficient for the simulations presented here. A more rigorous
procedure, which we keep for future work, will be the use of
solvent-reduced scattering lengths for computing intensity
gradients (but not for the intensity itself), which would

Figure 1. Simulation snapshots of (A) citrate synthase and (B) Sxl−
Unr−msl2 mRNA. Explicit water molecules (red/white sticks) inside
the envelopes (blue surface) contribute to the calculated SAXS and
SANS curves. Water molecules present in the simulation system but
outside the envelope, as well as some water in front of the
biomolecules, are not shown for clarity.
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likewise ensure the correct direction of SANS-derived forces at
negative contrast.
Note on D2O Force Field Parameters. To our

knowledge, there are no publicly available force field
parameters for D2O that have been validated to be compatible
with common biomolecular force fields. Thus, all simulations
presented here were carried out in pure H2O, with assignment
of deuterium scattering lengths as necessary for SANS
computations.

■ RESULTS AND DISCUSSION
Citrate Synthase. Conformational Transitions upon

Ligand Binding. Citrate synthase (CS) is a well-characterized
homodimeric enzyme involved in the first step of the citric acid
cycle. It catalyzes the reaction of oxaloacetate with acetyl
coenzyme A to citric acid. Each monomer contains two
domains: a large domain mediating the monomer contacts, and
a more flexible small domain. Binding of ligands into the cleft
between the large and small domains leads to a closure of the
cleft and, hence, to increased contacts between the large and
small domains. Two conformations have been identified by
crystallography, which provided atomic models for (i) a
partially open state bound to citric acid (CIT) but in the
absence of coenzyme A (CoA, PDB 1CTS) and (ii) for the
closed state in the presence of both CIT and CoA (PDB
2CTS).56 We collected SAXS data of CS at beamline BM29 of
ESRF (Grenoble)57 and at SWING beamline of SOLEIL
(Paris),58 as well as SANS data at 100% D2O at instrument
SANS-1 of Heinz Maier-Leibnitz Zentrum (Garching).59,60

SAXS and SANS data were collected in both the presence and
absence of oxaloacetate (Figure 2 and Figure S1).

Experimental SAXS and SANS data consistently demon-
strated a small closure of CS structure upon binding with
oxaloacetate, as measured using radius of gyration (Rg) values
computed from Guinier fitting of SAS curves (Table 1). For
SAXS, a comparison of holo versus apo states reveals Rg
decreases between 0.4 and 1.0 Å upon ligand addition. For
SANS, this Rg decrease was 0.6 Å. Although a comparison of
H2O solvent and D2O solvent at SOLEIL did not show any
deuteration effects on the Rg of apo-CS, D2O appears to reduce
the changes exerted by oxaloacetate. This suggests an influence
of deuteration by decreasing ligand affinity. The SAXS data
measured at ESRF reported a slightly larger Rg and a smaller
change upon oxaloacetate binding, which is due to a residual
presence of aggregated CS (Figure S2). In addition, we
computed SAXS and SANS curves of the 1CTS and 2CTS

crystal structures, using backbone-restrained MD simulations
and explicit-solvent SAXS/SANS predictions (Table 1). Both
SAXS and SANS calculations reflect the closure of CS upon
binding of CoA (in addition to citric acid), as is evident from a
decrease of Rg by 1.3 Å.

Effect of Hydration Layer on SAXS and SANS Data.
Critical to this study, the explicit-solvent SAXS/SANS
formalism naturally reproduces the effect of the hydration
layer density upon Rg, as found for many proteins.37,40,55 A
comparison of Rg values between solution and vacuum
conditions showed that the pure H2O SAXS Rg was ∼0.9 Å
larger than Rg directly computed from protein coordinates
alone (Table 1). In contrast, the 100% D2O SANS Rg was ∼0.5
Å smaller. These Rg modulations reflect an increased density of
the hydration layer compared to bulk water; for SANS, the
hydration layer manifests in a reduced Rg owing to the negative
contrast of the protein in 100% D2O. As such, hydration effects
are naturally included in the explicit-solvent SAS predictions,
without the need for fitting the hydration layer against the
experimental data.
We further quantified the impact of the hydration layer by

exploring the difference between Rg values from SAXS and
SANS at 100% D2O, defining ΔRg = Rg

SAXS/D2O − Rg
SANS/D2O.

SAXS and SANS in D2O suggested the value ΔRg ≈ 2 Å,
whereas MD simulations in H2O found a slightly smaller value
of ΔRg ≈ 1.4 Å (Table 1). This difference is compatible with
the results of Piana et al.61 and Best et al.,62 who found that
common water models underestimate dispersion interactions
with the protein. We hypothesize that the underestimation
manifests in simulation as a slightly thinner hydration layer,
and hence as a slightly smaller ΔRg, than expected from
experiment. However, also different packing of D2O versus
H2O on the protein surface as well as small fractions of
aggregated protein may partially explain a small difference of
ΔRg. We expect that SAXS and SANS data coupled to size-
exclusion chromatography (SEC−SAXS, SEC−SANS) as well
as additional simulations in a future study will be required to
rigorously compare the hydration layer between simulation and
experiment.

Structure Refinement against SAXS and SANS Data. To
demonstrate the feasibility of structure refinement using
multiple SAS data sets, we refined CS starting from the closed
state against SAS data of the open apo state, following three
protocols: (i) coupling to SAXS data and cross-validation
against SANS data; (ii) coupling to SANS data and cross-
validation against SAXS data; and (iii) coupling to both SAXS
and SANS data simultaneously (Figure 3C−H). Here, SAXS
data collected at BM29 was used. For each protocol, five
independent simulations were carried out. The restraints were
gradually turned on during the simulation time interval
between 1 and 2 ns.
Regardless of the protocol, we observed a simultaneous

decrease of both SAXS and SANS I(q) residuals (Figure
3C,E,G). This finding suggests that the SAXS and SANS data
are mutually compatible; i.e., refinement against SAXS data
does not violate the SANS data and vice versa. In turn, the
compatibility between the SAXS and SANS sets allows us to
employ them as training and test sets, that is, to allow for cross-
validating the refined structure against SAS data not used
during refinement.
However, on rare occasions during the opening simulations,

only one of the two monomers would open and “overshoot” so
as to match the overall experimental Rg. This was evident from

Figure 2. (A) SAXS curves collected with H2O buffer at BM29 of
ESRF and (B) SANS curves at 100% D2O, in oxaloacetate-bound
state (tan) and oxaloacetate-unbound state (purple).
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increased root-mean-square deviations (RMSDs) of some
simulation with respect to the open 1CTS structure (Figure
S3). To prevent this overshooting behavior, we applied center-
of-mass (COM) restraints to the CS subunits by matching the
COM of the two small subunits in each monomer with the
COM of the two large subunits (see Methods). This also
loosely preserved the enzyme’s twofold symmetry. As a
consequence, the refined RMSD versus open 1CTS was
greatly decreased and we then observed simultaneous opening
of both monomers in all restrained simulations (Figure
3D,F,H).
Overall, the analysis shows that MD simulations in

conjunction with explicit-solvent SAXS/SANS predictions are
capable of refining atomic models of biomolecules. However,
SAXS/SANS data contain no symmetry information and may
be insufficient alone to unambiguously direct conformational
transitions. For symmetric proteins such as CS, additional
symmetry restraints should be applied to enable consistent,

unambiguous refinement simulations. This symmetry-related
requirement echoes results known in general SAXS modeling.

Solution Refinement of Partial Sxl−Unr−msl2 mRNA
Ribonucleoprotein Complex. The Sxl−Unr−msl2 mRNA
ternary complex (SUM) plays an important role in female
Drosophila flies to maintain equal expression levels of X
chromosome linked genes between the sexes. In this species, a
dosage compensation mechanism occurs in males via a twofold
increase in the transcription of X-linked genes achieved by the
MSL complex. The msl2 mRNA encodes an essential
component of the protein complex, which is suppressed in
females via the female-specific expression of Sex-lethal (Sxl)
protein. The binding of Sxl to regulatory regions of msl2
recruits Upstream-of-N-ras (Unr), forming an extended ternary
complex. This complex formation is essential but not sufficient
for preventing translation of msl2 mRNA, thus leading to
normal transcription levels of the female X chromosomes.
The core ternary complex has been revealed by combined

crystallography with NMR and SAS validation (PDB ID

Table 1. Radius of Gyration Rg (Å) Values from Experimental Data and from Explicit-Solvent SAXS/SANS Predictions with
Crystal Structures 1CTS and 2CTS56a

ligand

method experiment/MD solvent none CIT/OA CIT + CoA

SAXS SWING/SOLEIL H2O 29.35 ± 0.06 28.34 ± 0.1
SAXS SWING/SOLEIL D2O 29.31 ± 0.05 28.76 ± 0.1
SAXS BM29/ESRF H2O 29.70 ± 0.01 29.31 ± 0.01
SANS SANS-1/MLZ D2O 27.3 ± 0.2 26.7 ± 0.2
SAXS backbone-restrained MD H2O 29.0 27.7
SANS backbone-restrained MD D2O 27.6 26.4
− crystal structure vacuum 28.1 26.9

aExperimental data with one ligand are based on CS bound to oxaloacetate (OA), with full details reported in Table S1. The backbone-restrained
MD and the vacuum calculations are based on the 1CTS structure containing citric acid (CIT) or on the 2CTS structure containing CIT and
coenzyme A (CoA). Rg from SAXS/SANS data were computed by Guinier analysis. Rg for the crystal structure in vacuum were computed purely
from the atomic coordinates of the protein.

Figure 3. Summary of citrate synthase (CS) SAS and structure refinement via 10 ns SAS-restrained simulations. (A) Simulation snapshots of the
closed (brown) and open (cyan) CS dimers. The two domains are distinguished by color intensity. The bound citric acid is depicted as spheres
colored by element. (B) Collated SAS profiles: calculated SAXS and SANS curves of closed CS (light blue and cyan, respectively), calculated SAXS
and SANS curves of refined open CS (black and brown, respectively), and experimental SAXS and SANS curves obtained in the absence of CoA
(green and red, respectively). Experimental curves were fitted to the refined open curves by adjusting the absolute scale and a constant offset. SAXS
and SANS curves are plotted in units of the squared unit charge e and the squared neutron scattering length (NSL). (C, D) Five opening
trajectories each restrained to SAXS and cross-validated against SANS, (E, F) restrained to SANS data and cross-validated against SAXS, and (G,
H) restrained to SAXS and SANS simultaneously. (C, E, G) Mean residual between calculated and experimental SAS curve plotted versus
simulation time. Black, residual of SAXS curves; red, residual of SANS curves. (D, F, H) Backbone RMSD during refinement simulation, shown
with respect to the open crystal structure (brown, PDB code 1CTS) and closed crystal structure (blue, PDB code 2CTS).56
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4QQB).51 This structure contains two RNA recognition motif
(RRM) domains of Sxl and the first cold shock domain
(CSD1) of Unr, both bound to an 18-nucleotide-long stretch
of msl2 (Figure 4). The crystallographic conformation has

been validated in solution utilizing multiple SAXS/SANS data
together with NMR restraints, and also in a separate study
utilizing residual dipolar couplings alone.63 During this
validation process SANS curves were measured at nine
deuteration conditions, several of which however have been
excluded due to significant aggregation. In particular, increased
solute aggregation in SAS curves was observed in experiments
where both Sxl and Unr were perdeuterated, relative to
conditions where only one of the proteins was perdeuterated.
These observations raise questions as to (i) the actual degree

of consistency between multiple SAS data obtained via contrast
variation and protein perdeuteration, and (ii) whether protein
conformations may be influenced by the protein perdeutera-
tion.

Cross-Validation Studies. Ten SAS curves at nine
conditions have been taken from the published Sxl study,51

comprised of one SAXS curve of the nondeuterated SUM at
0% D2O and nine SANS curves at multiple protein and solvent
deuterations (Figure 5). For brevity, we will denote the protein
deuteration state with two-letter subscripts and the solvent
deuteration state with superscripts. For instance, the individual
SANS curve containing deuterated Sxl and nondeuterated Unr
in 42% D2O will be denoted as SANSDH

42% (Figure 5B, green).
The three SANS curves with identical protein deuterations but
different D2O contents will be denoted without superscripts,
e.g. SANSDH (Figure 5B).
To confirm overall agreement of the 4QQB structure with

the SAS curves, we first back-calculated the expected SAS
patterns for the SUM complex based on conformations
sampled in free MD simulations (Figure 5, black and colored
lines). All experimental conditions are found to be adversely
affected by aggregation, as evidenced by positive deviations
(toward larger I(q)) from the Guinier behavior at small q
(Figure 5, gray lines). The extent of aggregation artifacts
depends on deuteration conditions: The nondeuterated SAXS
curve exhibited the smallest degree of aggregation, whereas the
SANSHD

0% curve exhibited the largest (Figure 5D, compare red
and gray lines). The degree of aggregation depended on
solvent deuteration for SANSHD, but not for the other data
sets. Overall, Figure 5 demonstrates that the free MD based on
published structures is broadly consistent with the majority of
SAS data but the agreement between calculated and
experimental curves is compromised at low q owing to
aggregation.
To examine whether different protein deuteration conditions

affect the conformation of the complex, we divided the target
data into four setsSAXSHH, SANSDD, SANSDH, and

Figure 4. Cartoon representation 4QQB structure of Sxl−Unr−msl2
mRNA.51 Sxl domain shown in green, labeled by the first and second
RNA recognition motifs (RRM1 and RRM2); first CSD domain of
Unr shown in blue; and msl2 mRNA in pink.

Figure 5. Comparison of SAS profiles from ten 50 ns free simulations of the SUM ternary complex with experimental scattering, with q-ranges used
for fitting indicated as light yellow shading. In each panel, experimental SAS profiles are shown as gray lines and computed SAS curves are shown as
black or colored lines. Deviations between the experimental and the calculated curve are shown in the bottom row. (A) SAXS profile for the
nondeuterated SUM complex. (B−D) SANS profiles grouped by protein deuteration state, where each panel contains scattering data at three D2O
concentrations (colored lines). See main text for explanation of protein deuteration nomenclature.
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SANSHDwhere different solvent deuterations were combined
as simultaneous restraints. Each set of data was used in 10 SAS-
restrained simulations of ∼20 ns, and the final 2 ns of each
restrained simulation was used to compute SAS curves for
comparison with experimental curves. The reduced χ-values
from 10 repeated simulations were averaged to produce a
quantitative measure (i) of the agreement with SAS data used
as restraint (training set) and (ii) for cross-validation (Figure
6).
The simultaneous SANS restraints across solvent deutera-

tions produced universal improvements of reduced χ-values,
except for a marginal deterioration in SANSHD

70% (Figure 6,
yellow background). Here, SANSDD- and SANSHD-restrained
ensembles exhibited the largest margin of improvement,
indicating significant conformational adjustments upon re-
straining the simulation to the data. In contrast, SAXS- and
SANSDH-restrained simulations exhibit minor improvements
across all data, indicating that these restraints merely eliminate
the conformations that are inconsistent with experimental data.
In terms of absolute reduced χ-values, the SAXSHH and
SANSDH structures are mutually compatible, as is evident from
very small χ-values in the SAXSHH/SANSDH block of Figure 6

(top left four blocks). In contrast, the SANSHD restraints result
in poorer agreement with SAXS and SANSDH, suggesting a
distinct conformation when only Unr-CSD1 was deuterated.

Dependence of SUM Complex Configuration upon
Deuteration of Unr-CSD1. To explain the changes of
reduced χ-values as a function of protein deuteration, we
compared the SUM conformation between different SAS-
restrained ensembles in terms of their relative domain
arrangements. Figure 7A shows conformations extracted from
the final 2 ns of restrained and free MD trajectories as a
function of the angle θ between three centers of mass: of (i)
the Sxl RRM2 domain, (ii) the Sxl RRM1 domain, and (iii) the
Unr CSD1 domain. Representative conformations are shown
in Figure 7B−E. We found that θ values refined by SAXS,
SANSDD, and SANSDH data lie between 100 and 125°,
covering the range of angles also observed in free MD
simulations (Figure 7A). Indeed, restraints from SAXS and
SANSDH have only a small effect on θ, leading to refined
ensembles similar to the free simulation and in excellent
agreement with the crystallographic conformation at θ = 113°
(Figure 7A, black and red). Conformations refined against
SANSDD are slightly pinched toward lower θ, yet reasonably

Figure 6. Four-way cross-validation of SAS-restrained MD ensembles, testing for dependence on protein deuteration. Each column reports data
from a discrete set of restraints SAXS, SANSDH, SANSDD, and SANSHD, where all solvent deuterations have been targeted simultaneously. To guide
the eye, blocks reporting on agreement with the training set have been shaded yellow. Agreement is reported as average and σ (N = 10) of reduced
χ-values (black circles), computed from the last 2 ns of each replicate against experiment using experimental error over the q-range 0.8−2.8 nm−1.
Equivalent calculations from unrestrained MD are shown for comparison (red triangles).

Figure 7. Structural variation of refined SUM complexes and representative conformations shown as nucleic acid backbones and protein surfaces.
Darker shades and lighter shades of protein domains indicate respectively deuterated and nondeuterated forms. (A) Pinching of the SUM complex
according to the interdomain angle θ, as defined by the centers-of-mass of the three distinct domains: RRM2 and RRM1 domains of Sxl, and CSD1
domain of Unr. Distributions of θ are shown for simulations restrained to (from top to bottom) SAXS, SANSDH, SANSDD, or SANSHD, as well as
for free simulations (green). Histogram data taken from the final 2 ns of all trajectories. (B−E) Representative conformations after SAXS
refinement (gray), SANSDH refinement (red), SANSDD refinement (pink), and SANSHD refinement (blue).
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consistent with the simulations restrained to SAXS and
SANSDH (Figure 7A, pink).
The sole outlier is given by the SANSHD-optimized

ensemble, whose θ-distribution is shifted to far smaller angles
compared to all the other conditions (Figure 7A, blue).
Visually, this latter ensemble depicts a Unr CD1 domain at θ ≈
90°. The distinct conformation of the SANSHD-restrained
ensemble is corroborated by Cα-RMSD distributions, revealing
the largest deviation from the reference crystallographic
conformation (Figure S4). The numerical agreement in
reduced χ-values further suggests that the SANSHD

0% is uniquely
responsible for this trend (Figure 6, bottom row), since the χ-
values of SANSHD

42% and SANSHD
70% are small and hardly change

upon introduction of the SANSHD restraints.

■ CONCLUSIONS
We established a method for the simultaneous refinement of
biomolecular structures against SAXS and SANS data based on
all-atom MD simulations. In this method, the MD force field
complements the SAXS and SANS data by maintaining
physically reasonable structures of low free energy. In other
words, the physicochemical information in the force field is
added to the low-information experimental data, thereby
allowing the refinement of atomic models of many degrees of
freedom without overfitting the model. We caution, however,
that the current implementation based on a single simulation
will not correctly reproduce the full diversity of systems that
possess either distinct coexisting conformations or significant
disorder, as for instance found for intrinsically disordered
proteins. However, an extension of our protocols has recently
been implemented to couple disordered systems to SAS data,
with commitment to the maximum entropy principle. This will
be published elsewhere.64

In line with our previous work on purely SAXS-based
refinement,45,48,49 all SAXS and SANS predictions presented
here were based on explicit-solvent calculations, which take
atomic models for the hydration layer and excluded solvent
into account, thereby avoiding solvent-related fitting parame-
ters. Indeed, the Rg analysis of CS showed that the calculations
naturally account for hydration layer effects on the Rg detected
by a Guinier analysis. As expected, Rg detected by SAXS was
increased compared to the Rg of the bare protein owing to an
increased hydration layer density compared to bulk solvent. In
contrast, the Rg detected by SANS at 100% D2O was
decreased, which is a consequence of (i) increased hydration
layer density at (ii) overall negative contrast between protein
and fully deuterated water. The modulations of Rg due to the
hydration layer were slightly smaller in simulation than in
experiment, which may be taken as an indication that the
applied force field slightly underestimates protein−water
interactions. However, additional studies are needed to
confirm this trend.
We validated combined SAXS- and SANS-driven MD using

two examples, with the protein citrate synthase and the
protein/RNA complex Sxl−Unr−msl2. The stimulated open-
ing of CS demonstrated that the SAXS and SANS data sets
were mutually compatible, as shown by increased agreements
with all experimental SAS curves regardless of restraints. On
the other hand, SAS-based refinement of the SUM complex
revealed the effect of deuteration on the optimized structure in
several SANS contrast variation conditions. Specifically, the
refinement simulations suggested that SUM takes a more
compacted conformation between the three protein domains

when only Unr-CSD1 was deuterated, relative to all the other
deuteration conditions. The mechanisms underlying this
pinched structure with deuterated Unr-CSD1 remains unclear.
We excluded relative deuteration of polar hydrogen bonds, as
the polar H-binding sites in SUM are exposed to solvent and
will likely exchange to match solvent deuteration. Hence,
canonical hydrogen bonds would be modulated by the D2O in
the buffer and not by perdeuteration of the solute, as observed
here. The angular ranges of the SANS restraint also exclude
regions below q < 0.8 nm−1, which eliminated the majority of
aggregation effects observed between experiment and
computed curves (see Figure S5). Therefore, we speculate
that the modified conformation may instead be a consequence
of modified hydrophobic effects, stemming from the altered
carbon−deuterium bonds of deuterated CSD1. It is worth
noting that repeating the measurements using SEC−SAS
setups will yield additional information from the excluded
lowest angle region, which may help to clarify the relationship
between deuteration and structure.
In conclusion, we have expanded the capabilities of

previously established SAXS-driven MD simulations to also
incorporate SANS data collected at arbitrary D2O concen-
trations and arbitrary perdeuteration conditions of the solute.
Because SANS provides subunit-specific structural information
by means of contrast variation experiments, the new method
enables MD simulations to validate and to refine the relative
arrangements of subunits in large multisubunit complexes. In
addition, as emphasized in this work, SAXS and SANS may
provide independent structural information, hence allowing
one to cross-validate the structure after refinement. We expect
the method to be useful for deriving novel solution
conformations of biomolecules or soft-matter systems
consistent with experimental SAS data, and for providing
hypotheses of structural alteration as a consequence of protein
or solvent deuteration.

■ METHODS
SAXS and SANS Experiments of Citrate Synthase.

Experimental details for the eight SAXS/SANS citrate synthase
(CS) scattering measurements are described below. To ease
comparison, Table S1 is also provided according to 2017
community guidelines.65 CS from porcine heart was obtained
commercially from Sigma-Aldrich. The protein was dissolved
in either D2O (99.9% D2O) or H2O buffer (50 mM TRIS, 50
mM NaCl, at pH 7.6) without further purification. The ligand
oxaloacetate was added to one buffer solution at a
concentration of 40 mM. Protein solutions in D2O buffer
were dialyzed against the 100 excess D2O buffer volume to
remove exchangeable protons.
SANS was measured of all CS solutions and corresponding

buffers on SANS-1 operated by TUM and HZG at the MLZ,
Garching.59,60 Two concentration series of the protein without
ligand (2.6, 5.3, 10.4, 51.2 mg/mL) and with ligand saturated
(2.5, 4.9, 9.7, 47.4 mg/mL) were measured by SANS. All
solutions were measured in 1 mm thick quartz cuvettes at
room temperature. Two neutron wavelengths of 4.5 and 6 Å
were used. Sample-to-detector distances and corresponding
collimation distances were 2, 8, and 20 m. Buffer subtracted
and concentration normalized SANS data of the protein
solutions were linearly extrapolated to infinite dilution in order
to determine the ligand-free and ligand-bound form factors of
CS. Guinier analysis was carried out by fitting to the q-range
0.18−0.5 nm−1.

Journal of Chemical Theory and Computation Article

DOI: 10.1021/acs.jctc.9b00292
J. Chem. Theory Comput. 2019, 15, 4687−4698

4694

http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.9b00292/suppl_file/ct9b00292_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.9b00292/suppl_file/ct9b00292_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.9b00292/suppl_file/ct9b00292_si_001.pdf
http://dx.doi.org/10.1021/acs.jctc.9b00292


SAXS was measured on the BioSAXS beamline BM2957 at
the ESRF, Grenoble, using an X-ray wavelength of 0.992 Å.
Protein concentration was 2.5 mg/mL in both the absence and
presence of oxaloacetate. A sample volume of 75 μL was
purged continuously through a quartz capillary during a SAXS
measurement on BM29, and 10 X-ray exposure frames were
collected per sample. The X-ray exposure time on BM29 was 2
s per frame. In addition, to test if H2O versus D2O solvent
could influence the degree of opening of CS, SAXS was
measured on the SWING beamline at SOLEIL. The X-ray
wavelength was 1.03 Å. Three different protein concentrations
at 1.25, 2.5, and 5 mg mL−1 were measured for hydrogenated
and deuterated solvents in the absence and presence of
oxaloacetate. In total, between 20 and 60 frames were recorded
of each sample with an X-ray exposure time of 0.1 s per frame.
The individual SAXS frames were checked for the absence of

radiation damage. No radiation damage was detected, and all
frames were merged. The buffer was measured before and after
each protein solution, and all data frames of the buffer were
merged as well. The scattering contribution of the buffer was
subtracted from the merged data sets of the protein solutions.
The dilution series measured on SWING verified the absence
of protein aggregation and interparticle interference, and the
SAXS data of the different protein concentrations measured on
SWING were finally merged by averaging replicate curves after
concentration matching. Guinier analysis was carried out by
fitting to the q-range 0.125−0.43 nm−1.
Simulation Setup and Parameters. Simulation and

Visualization Software. Equilibration and free MD simulation
were performed with GROMACS (version 5.12).66 SAS-
restrained simulations were conducted using an in-house
modification of GROMACS-4.6.2,45,67 augmented in this work
to incorporate neutron-scattering and contrast-variation
information. The implementation is available on the authors’
Web site at https://biophys.uni-saarland.de. All biomolecular
figures have been rendered in VMD.68 Line-based graphs have
been rendered in xmgrace and histograms in Gnuplot-5.
System Preparation and Equilibration. The crystal

structures of the closed and open states of citrate synthase
(CS) were taken from the Protein Data Bank (PDB codes
1CTS and 2CTS56), where the coenzyme A molecules in the
closed structure were removed. The parametrization of citric
acid in the Amber scheme was conducted as follows: atomic
charges were fitted to quantum-mechanical potentials as
calculated by Gaussian 09,69 while bonded and van der
Waals interaction parameters were assigned by Antechamber.70

The resulting files in Amber format were transformed to
GROMACS format using ACPYPE.71 Protein interactions
were described by the Amber99sb-ILDN force field,72 and the
TIP3P water model was used.73 The structures were placed in
a periodic rhombic dodecahedron box with a margin of 1.5 nm,
solvated, and neutralized by the addition of two sodium ions.
Energy minimization was done by steepest descent over 2000
steps. Subsequently, the system was equilibrated with position
restraints on the backbone atoms for 10 ns. Electrostatic
interactions were computed with the particle mesh Ewald
method.74 Dispersion interactions and short-range repulsion
were described by a Lennard-Jones potential with a cutoff at 1
nm. Dispersion corrections for energy and pressure were
applied. The temperature was controlled at 300 K with a
stochastic dynamics integration scheme,75 and the pressure was
controlled at 1 bar with the weak coupling scheme.76 An
integration time step of 2 fs was used. The geometry of water

molecules was constrained with the SETTLE algorithm,77 and
the bond lengths of all other molecules were constrained with
LINCS.78

The experimental structure of SUM was taken from the
Protein Data Bank (PDB code 4QQB)51 and placed in a
periodic rhombic dodecahedron box with the primary
dimension of 10.52 nm. The box was then solvated and
neutralized to 150 mM NaCl. Water molecules intruding into
the macromolecule were removed. Interactions of the
biomolecule were described by the Amber14sb force
field.73,79 Energy minimization was done by steepest descent
over 2500 steps. Subsequently, the system was equilibrated
over 2 ns with gradually relaxing position restraints, first over
the side chains and then over the backbones. The temperature
was controlled at 300 K by velocity rescaling.80 All other
parameters were chosen identical to the CS simulations.

SAS-Restrained MD. For CS, SAXS data in the q-range [0.1,
3.4] nm−1 and SANS data in [0.4, 3.4] nm−1 was applied
during SAS-restrained simulations and for fitting to exper-
imental data. SUM simulations were sparsely restrained at
every 0.4 nm−1 to maintain ∼1 restraint per Shannon channel,
using Dmax of 7.2 to determine the width of a Shannon channel
π/Dmax. The q-range that removes the majority of aggregation
contributions was decided by plotting the χreduced agreement
between unrestrained SAS predictions versus experiment
(Figure S5), looking for minimum q that results in plateauing
of χreduced values. This resulted in q-ranges of [0.4, 4.0] nm−1

and [0.8, 2.8] nm−1 for SAXS and SANS, respectively, while
maintaining parity between the restrained q-points. SAS
restraints were gradually introduced between simulation
times of 1 and 2 ns. The memory times τ for on-the-fly SAS
predictions were set to 300 ps for CS and to 200 ps for SUM,
sufficient to capture solvent, side chain, and fast backbone
motions. The force constant was scaled to 10 for both SAXS
and SANS restraints for SUM. For CS, we used force constants
of 3 and 7.5 for SAXS and SANS restraints, respectively. All
restraints were weighted by 1/σi

2, where σi is the overall
uncertainty of the i q-point. σi was computed by taking into
account experimental statistical errors, computed statistical
errors, and a systematic error modeled by an uncertainty of the
solvent density.45 Here, systematic uncertainties were modeled
assuming an uncertainty of the solvent density of 1%.45 The
average electron density of the bulk solvent was corrected to
334 e nm−3 to remove artifacts arising from the water model
density.
Solvent atoms contributing to the SAS predictions were

defined by a spatial envelope enclosing the biomolecule. For
CS, we here used a spherical envelope with a radius of 6.27 nm.
For SUM, a shaped envelope was created, such that the
distance between the envelope and all protein atoms in a 50 ns
trajectory was 7 Å (Figure 1). During SAS-restrained MD, the
temperature was controlled at room temperature using a
stochastic dynamics integration scheme (τ = 1 ps),75 and the
pressure was maintained at 1 bar with the Parrinello−Rahman
barostat.81 All other MD parameters were identical to the
equilibration simulations.
The approximate symmetry of the CS was maintained

during refinement simulations as follows: The center of mass
(COM) of the two large (inner) subunits RL was computed
from the COM of the backbone atoms of residues 55−121,
178−239, and 273−401. The COM of the two small (outer)
subunits RS was computed from the COM of the backbone
atoms of residues 41−54, 122−177, 240−272, and 402−426.
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Then, the approximate symmetry was maintained by applying
the harmonic potential V = k(RL − RS)

2/2, where k = 2000 kJ
mol−1 nm−2 is the force constant.
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(58) David, G.; Peŕez, J. Combined sampler robot and high-
performance liquid chromatography: a fully automated system for
biological small-angle X-ray scattering experiments at the Synchrotron
SOLEIL SWING beamline. J. Appl. Crystallogr. 2009, 42, 892−900.
(59) Gilles, R.; Ostermann, A.; Schanzer, C.; Krimmer, B.; Petry, W.
The concept of the new small-angle scattering instrument SANS-1 at
the FRM-II. Phys. B 2006, 385, 1174−1176.
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