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Validating Solution Ensembles from Molecular Dynamics Simulation by
Wide-Angle X-ray Scattering Data
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ABSTRACT Wide-angle x-ray scattering (WAXS) experiments of biomolecules in solution have become increasingly popular
because of technical advances in light sources and detectors. However, the structural interpretation of WAXS profiles is prob-
lematic, partly because accurate calculations of WAXS profiles from structural models have remained challenging. In this work,
we present the calculation of WAXS profiles from explicit-solvent molecular dynamics (MD) simulations of five different proteins.
Using only a single fitting parameter that accounts for experimental uncertainties because of the buffer subtraction and dark cur-
rents, we find excellent agreement to experimental profiles both at small and wide angles. Because explicit solvation eliminates
free parameters associated with the solvation layer or the excluded solvent, which would require fitting to experimental data, we
minimize the risk of overfitting. We further find that the influence from water models and protein force fields on calculated profiles
are insignificant up to qz15 nm�1. Using a series of simulations that allow increasing flexibility of the proteins, we show that
incorporating thermal fluctuations into the calculations significantly improves agreement with experimental data, demonstrating
the importance of protein dynamics in the interpretation of WAXS profiles. In addition, free MD simulations up to one micro-
second suggest that the calculated profiles are highly sensitive with respect to minor conformational rearrangements of proteins,
such as an increased flexibility of a loop or an increase of the radius of gyration by < 1%. The present study suggests that quan-
titative comparison between MD simulations and experimental WAXS profiles emerges as an accurate tool to validate solution
ensembles of biomolecules.
INTRODUCTION
Small- and wide-angle x-ray scattering (SAXS/WAXS) are
well-established experimental techniques to gain structural
information on biomolecules in solution (1). Classical
SAXS experiments have been restricted to a momentum
transfer up to 3 nm�1, detecting structural correlations up
to a resolution of � 2 nm. Such SAXS curves are routinely
applied to extract information on the radius of gyration,
aggregation, and they are used construct a low-resolution
envelope of the solute (2). However, thanks to third-genera-
tion light sources and high-precision detectors, the interest
in the wide-angle regime has significantly increased during
recent years (3). For instance, WAXS has been used to probe
the fold of proteins (4), to detect ligand binding (5), and to
characterize the heterogeneous ensembles of both peptides
and proteins (6,7). In addition, time-resolved WAXS has
been used to detect conformational transitions of proteins
triggered by photodissociation or photon-induced isomeri-
zation of a dye (8–12).

A general method to structurally interpret WAXS data is,
however, still missing. Formulating such an approach
requires accurate calculations of SAXS/WAXS patterns
from structural models, which is nontrivial for two reasons
related to solvent contribution. First, the solvent within the
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solvation shell around biomlecules has internal structure,
and its density is different than in bulk water (13). This phe-
nomenon manifests in SAXS as a different radius of gyra-
tion of the solute relative to vacuum (14). Second, because
SAXS/WAXS is a contrast method, the scattering intensity
of the displaced solvent must be subtracted from the scat-
tering intensity of the solute. Apart from complications
because of solvent contributions, the role of protein dy-
namics and thermal fluctuations in wide-angle scattering re-
mains poorly understood.

Hence, significant effort has been invested over recent
years with the aim to compute accurate SAXS/WAXS pat-
terns from molecular structures. Established protocols
mainly differ in the modeling of the solvent, and most pro-
tocols model the solvent as a continuous electron density.
Such implicit solvent models describe the solvation layer
by a homogeneous excess electron density drs, which is
typically 10% to 15% of the bulk water density (15,16), or
by modifying the atomic form factors of solvent-exposed
atoms (17). An alternative approach to incorporate some in-
ternal structure of the solvation layer involves computing
the electron density on a grid using the Poisson-Boltz-
mann-Langevin formalism (18). In contrast, the scattering
from the displaced solvent can be incorporated by reducing
the atomic form factors of the solute according to the vol-
ume that is displaced by the respective atom (19). These
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methods have been included into popular software packages
and web servers.

Implicit solvent methods share a common feature: the
procedure requires defining two or three free parameters,
i.e.: 1), the excess density of the solvation shell, 2), a free
parameter for the overall excluded volume, and optionally
3), a scaling parameter for the radii of the atomic groups.
Because these parameters are not easily measurable and
may differ between solutes, they are typically adjusted by
fitting the calculated to the experimental spectrum. This pro-
cedure increases the risk of overfitting (20). Consequently,
although SAXS curves from implicit solvent methods
clearly distinguish between different protein shapes, they
may be insufficient to detect smaller conformational
changes because alterations in the profiles might be ab-
sorbed by the fitting parameters. Grishaev and coworkers
have thus employed an explicit solvent box to model both
the excluded solvent and the solvation shell, and they sug-
gested to fit two parameters that represent experimental
uncertainties, rather than uncertainties in the excluded
solvent (20). Because the water in the solvation layer has
bulk structure and does not bind on the solute surface, that
procedure also requires fitting of the excess density drs.

Compared with implicit water models and the protocol of
Grishaev et al., molecular dynamics (MD) simulations pro-
vide a more accurate model of solvation at the price of a
higher computational cost. Explicit-solvent MD simulations
should, in principle, yield a realistic solvent distribution 1),
on the surface of the solute and 2), for the excluded solvent,
thereby avoiding unknown fitting parameters and reducing
the risk of overfitting. In addition, explicit solvent models
were found to be a requirement for the calculation of
wide-angle scattering patterns (21). Published methods to
compute SAXS/WAXS curves from MD simulations differ
in the treatment of the excluded solvent as well as in the
evaluation of the spherical averages. Pioneering studies by
Merzel and Smith as well as the work by Oroguchi et al.
used a multipole expansion to compute SAXS profiles
from MD simulations, which is particularly suitable in the
small-angle regime (13,22,23). The excluded solvent term
was, likewise to implicit solvent methods, either absorbed
into the atomic form factors of the solute atoms (13,22) or
computed from a pure-buffer simulation (23). Park et al.
also employed a pure-water simulation for the excluded sol-
vent, but they computed the spherical average numerically
(24). Because these authors constructed the solvation shell
and the excluded solvent by a cutoff distance from the pro-
tein, the average over the solvent had to be conducted at
frozen protein coordinates. More recently, Köfinger and
Hummer computed WAXS profiles via pair-distance distri-
bution functions, to detect the maximal available informa-
tion in WAXS curves (25). To reduce the computational
cost, SAXS curves were also derived from coarse-grained
simulations (26), with a focus on the interpretation of
SAXS profiles of heterogeneous protein ensembles (27,28).
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In this paper, we build on the methodology of Park et al.
(24), with the aim to calculate SAXS/WAXS profiles from
unrestrained MD simulations. The explicit-solvent formu-
lation eliminates free parameters associated with the solva-
tion layer and the excluded solvent, thereby minimizing the
risk of overfitting. The solvation layer is not defined by a
cutoff distance from the protein, but instead we introduce
a shaped envelope that encloses all conformational states
of the protein, as well as the solvation layer. Thus, the
envelope allows for the calculation of profiles from hetero-
geneous ensembles, while at the same time reducing com-
putational cost and statistical noise. In addition, as we will
show, the envelope facilitates a systematic analysis of the
structure of the solvation layers and their influence on
SAXS intensities. We demonstrate the methodology by
computing SAXS/WAXS profiles of five different proteins,
with a focus on the importance of atomic fluctuations in
WAXS profiles. In this study we focus on solution x-ray
scattering, but the protocol is equally applicable to small-
angle neutron scatting.
MATERIALS AND METHODS

Theory

Scattering intensity

SAXS/WAXS experiments are sensitive to the contrast of the solute with

respect to the pure solvent. Accordingly, two scattering intensities are typi-

cally measured, that is, the intensity of the solution IAðqÞ, and the intensity

of the pure solvent IBðqÞ. The excess scattering intensity, which is the cen-

tral quantity of the present study, is given as follows:

IðqÞ ¼ IAðqÞ � IBðqÞ (1)

Following an alternative convention, the buffer intensity may be reduced

according the volume fraction v taken by the scattering solute, that is,

I0ðqÞ ¼ IAðqÞ � ð1� vÞIBðqÞ. This work follows Eq. 1 if not otherwise

stated. Below, however, we illustrate the difference between the two sub-

traction schemes for the wide-angle regime where the water scattering

becomes dominant. For the convenience of the reader, we sketch the calcu-

lation of IðqÞ from MD trajectories, following the nomenclature of Park

et al. (24). The following derivation thus resembles the careful evaluation

in that previous study (24).

We consider the low-dilution limit, allowing us to neglect correlations

between different solute molecules. The scattering experiment is thus

modeled by a single solute in a macroscopic water droplet, referred to as

system A. The pure-solvent system is referred to as system B. The respec-

tive scattering intensities of the A and B systems are given as follows:

IAðqÞ ¼ ���~AðqÞ��2�0 and (2)

IBðqÞ ¼ ���~BðqÞ��2�0; (3)
where h/i0 denotes the ensemble average over all solute and solvent de-

grees of freedom. ~AðqÞ and ~BðqÞ are the Fourier transforms of the instanta-

neous electron densities AðrÞ and BðrÞ, respectively.
The ensemble average h/i0 involves the averages over rotations of the

solute, as well conformational fluctuations of the protein and the solvent.
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Note that translations can be ignored because the intensities are invariant

under translations. Thus, the ensemble average h/i0 can be evaluated as

follows:

h/i0 ¼
D
h/iðuÞ

E
U
; (4)

where h/iU denotes the average over orientations of the solute, and h/iðuÞ
is the average over solute and solvent fluctuations at a fixed orientation u of
the solute. Then, the excess intensity can be written as follows:

IðqÞ ¼ hDðqÞiU; (5)

DðqÞ :¼ ���~AðqÞ��2�ðuÞ � ���~BðqÞ��2�ðuÞ (6)
Averages inside of a spatial envelope

To compute DðqÞ from an MD simulation, we construct a spatial envelope

around the solute. A typical envelope is visualized in Fig. 1. The envelope

must fulfill two requirements: 1), the envelope remains constant while

evaluating the averages h/iðuÞ; and 2), the distance d of the envelope

surface from the solute atoms must be sufficiently large to ensure that

correlations between water molecules inside and outside of the envelope

are attributable to bulk solvent particles (25). In the case that the solute

carries out a larger conformational transition, the envelope must enclose

all conformational states of the solute with sufficient distance.

The envelope allows one to divide the instantaneous electron densities as

follows:

AðrÞ ¼ AiðrÞ þ AoðrÞ; (7)

BðrÞ ¼ BiðrÞ þ BoðrÞ; (8)
where the subscript i and o indicate electron density inside and outside of

the envelope, respectively. To evaluate DðqÞ, the following three assump-
tions are applied (24): 1), The average electron densities outside of the en-

velope are equal, hAoðrÞi ¼ hBoðrÞi. 2), Because the average electron

density of the pure-solvent system, hBðrÞi, is homogeneous, h~BðqÞi deviates
from zero only at macroscopic length scales 1=jqj that are not measured by

the scattering experiment, allowing one to use h~BoðqÞi ¼ �h~BiðqÞi. 3),
Density correlations between the inside and the outside of the envelope

hAiðrÞAoðr0Þi are only relevant in the vicinity of the envelope surface. More-

over, because the solvent is bulk-like at surface, such correlations are iden-

tical in the A and in the B system, allowing one to simplify it as follows:

hAiðrÞAoðr0Þi � hBiðrÞBoðr0Þi ¼ hAiðrÞihAoðr0Þi
� hBiðrÞihBoðr0Þi

(9)

Using the above-mentioned equations, and evaluating the respective Fourier

transforms yields the following:
FIGURE 1 Spatial envelope around lysozyme, separating the protein and

the solvation layer from bulk water. (A) The envelope at a distance of 6 Å

from lysozyme, defined by 5120 triangular faces. (B) Lysozyme with the

solvation layer. (C) Excluded solvent defined by the envelope. To see this

figure in color, go online.
DðqÞ ¼ ���~AiðqÞ
��2�ðuÞ � ���~BiðqÞ

��2�ðuÞ

þ 2Re
h
�
D
~B
�
i ðqÞ

EðuÞ�
~AiðqÞ � ~BiðqÞ

�ðuÞi
;

(10)

where the asterisk denotes the complex conjugate. The first and second term

in Eq. 10 are the scattering intensities from the atoms inside of the envelope
of the A and B systems, respectively. The third term represents the correla-

tion between 1), the bulk water outside of the envelope, and 2), the density

contrast between the A and B systems inside the envelope. Because Eq. 10

involves only densities inside of the envelope, it can be computed from an

MD simulation of a protein in a finite simulation box. We note that Eq. 10 is
equivalent to DðqÞ¼ ��h~AiðqÞ�~BiðqÞiðuÞ
��2 þ½h��~AiðqÞ

��2iðuÞ���h~AiðqÞiðuÞ
��2��

½h��~BiðqÞ
��2iðuÞ � ��h~BiðqÞiðuÞ

��2�, which takes the form of Eq. 26 from Park

et al. (24). However, in Park et al. (24) the average over the solvent was con-

ducted at frozen protein coordinates, whereas Eq. 10 involves the average

over both solvent and solute degrees of freedom.
Biophysical Journal 107(2) 435–447
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Computational details

Atomic form factors

Given the coordinates of atoms within the envelope, the scattering ampli-

tude for an individual simulation frame is written as follows:

~AiðqÞ ¼
XNA

j¼ 1

fjðqÞ e�iq , rj ; (11)

where NA is the number of atoms within the envelope, fjðqÞ are the atomic

form factors, and rj is the coordinate of atom j. The analogous relation
is applied to compute ~BiðqÞ. The form factors are well approximated as

follows:

fjðqÞ ¼
X4

k¼ 1

ak e
�bkðq=4pÞ2 þ c; (12)

where ak , bk , c are the Cromer-Mann parameters (29), which are published

in the tables in (30). To account for electron-withdrawing effects in water
molecules, we applied the correction proposed by Sorenson et al. (31) to

the form factors, f 0ðqÞ ¼ f ðqÞ½1þ a expð�q2=2d2Þ�, with the parameters

d ¼ 2:2�A�1, aðOÞ ¼ 0:12, and aðHÞ ¼ �0:48.

Spherical average

The spherical average IðqÞ ¼ hDðqÞiU was computed numerically. For each

absolute value of the scattering angle q, a set of vectors qj ðj ¼ 1;.; JÞwas
distributed homogeneously on the surface of a sphere with radius q. Here,

we generated the vectors qj using the spiral method, as done previously

(24). For simplicity, we used a constant value of J ¼ 1000 in this study,

unless otherwise noted. As we will discuss, the best computational effi-

ciency is achieved if J is chosen as a function of q.

Construction and use of the envelope

Various polygon mesh approaches can be employed to represent the enve-

lope surface. In this work, we constructed the envelope from an icosphere,

which was built from a regular icosahedron by recursively subdividing its

triangular faces into four triangles. Upon each recursion, new vertices

were projected in radial direction onto the unit sphere. After M recursions,

an icosphere with 20� 4M triangular faces is obtained. For the present

purpose, we found M ¼ 4 to be sufficient. Subsequently, the icosphere is

centered at the center of mass of the solute, and the vertices of the envelopes

are moved in radial direction until each vertex has a distance of at least

d from all solute atoms. If the envelope is constructed from multiple simu-

lation frames, the solute is first superimposed onto a reference structure by a

mean-square-fit. The envelope around lysozyme at a distance d ¼ 0.6 nm

from the protein is shown in Fig. 1 A.

Given the envelope, the solvation layer is constructed from a simulation

frame using the protocol described in the Supporting Material. The protocol

ensures that no pairs of solvent atoms corresponding to periodic images are

inside of the envelope, which would generate spurious periodicity. Simul-

taneously, however, the protocol avoid tests over all neighboring periodic

images of solvent atoms, hence allowing a computationally efficient con-

struction of the solvation layer.

Solvent density correction

The excess intensity I(q) at small scattering angles is very sensitive to the

density of the applied water model. However, some popular water models

such as TIP3P (32) or SPC (33) reproduce the experimental water density

only approximately. In addition, some water models were originally param-

eterized for the use with Coulomb cutoffs, whereas Ewald summation

methods have become the de facto standard in MD simulations. Conse-

quently, the water density may be affected (34,35). Moreover, because of

finite-size effects, water density and correlations may slightly differ be-
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tween the pure-solvent simulation and a protein simulation, which may pre-

vent I(q) from converging with increasing thickness d. Therefore, Köfinger

and Hummer scaled the solvent density and radial distribution functions to

match the solvent properties between solute and pure-solvent simulations

(25). In a related approach, Oroguchi and Ikeguchi modified the solvent

density to account for different ion concentrations (36).

In this study, we applied a density correction drA;B ¼ rexp � rbulkA;B to the

solvent of the A and B systems, respectively, where rexp and r
bulk denote the

experimental density ð334 e nm�3Þ and the bulk density (outside of the en-

velope). For the B system, this corresponds to a correction of the amplitude

by d~BiðqÞ ¼ F½drB QeðrÞ�. Here, F denotes the Fourier transform and

QeðrÞ is an indicator function that takes unity inside and zero outside of

the envelope. In the A system, the density correction was only applied to

the solvation shell, that is, d~AiðqÞ ¼ F½drA QeðrÞrsðrÞ=rbulk�, where

rsðrÞ denotes the solvent density in the envelope. The Fourier transform

was numerically evaluated using 100� Nface volume bins, where Nface is

the number of faces of the envelope (5120 in this study). The effect of

the correction is presented in the Results section.

Computational cost and convergence

Most of the computational effort is spent for the calculation of the scattering

amplitudes ~AðqÞ and ~BðqÞ (Eq. 11), requiringN c ¼
PNq

i¼1ðNA þ NBÞJi sine
and cosine evaluations for each simulation frame. Here, NA and NB are the

number of scattering atoms within the envelope of the solute and pure-sol-

vent system, respectively; and Nq is the number of absolute q values. The

parameter Ji determines the number of q-vectors for each absolute scat-

tering vector qi to take the spherical average (see previous explanation).

Following Gumerov et al. (37), that parameter should be taken as

Ji ¼ aðDqiÞ2, where D is the maximum diameter of the envelope, and a

is a constant that determines the accuracy of the numerical average. As

shown in Fig. S8 A, we determined a possible choice for a by evaluating

the convergence of the WAXS curves with increasing Ji and found that

a ¼ 0:05 yields the spherical average within an accuracy of 2%. To esti-

mate the minimum required computational cost to compute the information

contained a WAXS curve, let Nq ¼ qmaxD=p according to the number of

Shannon channels (1,38), which yields N c ¼ ða=3pÞðNA þ NBÞðqmaxDÞ3.
Here, we approximated

PNq

k¼1k
2zN3

q=3. For spherical solutes, the required

number of sin/cos evaluations can be rewritten as N sph
c ¼ ð4a=rnp2Þ

N2q3max, where we simplifiedNzNAzNB, and where rn is the particle num-

ber density (approximately 100 nm-3 for biomolecular systems). Hence, the

cost per frame scales quadratically with the particle number in the envelope,

yet with a very small prefactor.

The number of simulation frames Nfr;conv that is required to compute a

convergedWAXS curve was estimated using solutes that cover a wide range

of sizes: GB3, ubiquitin, lysozyme, glucose isomerase, and the ribosome

(Fig. S8, B and C). The analysis suggests that Nfr;conv rapidly decays with

the particle number N. Therefore, the cost N cNfr;conv for the calculation

of a converged WAXS curve scales significantly better than N2.

As a numerical example, the average over 1000 frames of a lysozyme

simulation requires � 2� 1012 sin/cos evaluations (NAzNBz104,

Nq ¼ 100, constant J ¼ 103). That calculation required � 12 min on an

16-core server node with Intel Xeon E5-2670 (2.6GHz; Santa Clara, CA)

processors, which was possible by employing efficient single instruction/

multiple data (SIMD) instructions such as streaming SIMD extensions or

advanced vector extensions for simultaneous sine/cosine evaluations, as

implemented in GROMACS (39). We note, however, that reasonable

convergence can be achieved by an average over 100 simulation frames,

thus allowing intensity calculations on a modern desktop computer in

several minutes. The calculations presented here were implemented into a

modified version of the GROMACS simulation software, version 4.62 (39).

Molecular dynamics simulations

The initial structures for lysozyme, ubiquitin, GB3, cytochrome C, and

glucose isomerase were taken from the Protein Data Bank (PDB; codes

193L, 1D3Z, 1IGD, 1CRC, and 1MNZ, respectively (40–43)). The four



FIGURE 2 Comparison between calculated and experimental SAXS/

WAXS patterns. (A) Colored curves (thin black in print version): simulated

patterns of five different proteins, as indicated in the graph; gray curves:

experimental patterns fitted to the simulation result using a single fitting

parameter. Excellent agreement is found. For clarity, the intensities for

the five proteins were scaled by (from top to bottom) constants of 10, 1,

0.1, 0.01, and 0.001, respectively. Experimental profiles were taken from

earlier studies (20,59). (B–F) Molecular images of glucose isomerase, lyso-

zyme, cytochrome C, ubiquitin, and GB3, respectively. To see this figure in

color, go online.
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N-terminal residues of GB were removed, as was done in the previous

experiments (20,25). Organic molecules from the crystallization buffer

(if present) were removed. Crystal water as well as Ca2þ and Mg2þ ions

(if present) were kept in the structure. Hydrogen atoms were added with

the pdb2gmx software (39), with the exception of His-220 of GI, which

was protonated at the N-d atom. The structures were placed into a simulation

box of a dodecahedron, keeping a distance of at least 1.3 nm to the box

boundary. The simulation boxes were filled by explicit water molecules of

the respective model applied, and the systems were neutralized by adding

the required number of Naþ or Cl� atoms. The energy of the systems was

minimized with a steepest-descent algorithm. Before production simulation,

each system was equilibrated for 50 ps with position restraints applied to

the backbone or to all heavy atoms (force constant 2000 kJ mol�1nm�2).

The simulation system of the ribosomewas taken from a previous study (44).

All simulations were carried out using the Gromacs simulation soft-

ware, version 4.6 (39). To test the influence of the applied force field

parameters, we conducted simulations using various protein force field/

water model combination. Accordingly, the proteins were described

by the CHARMM22* (45,46), CHARMM27 (47), Amber99SB (48),

Amber03 (49), or by theOPLS all-atom force field (50). The followingwater

models were tested for this study: TIP3P (32), CHARMM-TIP3P (TIPSP3)

(45), TIP4P (32), TIP4P-Ew (51), TIP5P (34), TIP5P-Ew (35), SPC (33), and

SPC/E (52). The temperature was controlled at 300 K through velocity re-

scaling (53) ðt ¼ 0:5 psÞ, and the pressure was kept at 1 bar using the

weak coupling scheme (54) ðt ¼ 1 psÞ. The SETTLE (55) algorithm was

applied to constrain bond lengths and angles of water molecules, and LINCS

(56) was used to constrain all other bond lengths, allowing a time step of 2 fs.

Electrostatic interactions were calculated using the particle-mesh Ewald

method (57,58), and dispersive interactions were described by a Lennard-

Jones potential with a cutoff at 1 nm. The pressure was corrected for the

missing dispersion interactions beyond the cutoff.

The density profiles (Fig. 3 B) were computed using a series of calcula-

tions with increasing distance d of the envelope from the solute. The density

was subsequently computed from the differences between those calcula-

tions in the average number of electrons inside the envelope.
RESULTS AND DISCUSSION

Calculated versus experimental profiles

Fig. 2 A presents WAXS profiles from simulations of
glucose isomerase, hen egg-white lysozyme, cytochrome
C, ubiquitin, and of the B3 domain of protein G (GB3).
Molecular representations of the proteins are shown in
Fig. 2, B–F. The profiles were computed from an average
over 1000 frames taken from 10-ns simulations with
position restraint potentials on the backbone atoms
ðk ¼ 2000 kJ mol�1nm�2Þ, using the CHARMM22* and
the TIP3P water model. The envelope was constructed at a
distance of d ¼ 8�A from the protein atoms. The role of
d is analyzed below in more detail.

To validate the calculations, we fitted experimental pro-
files to the calculated profiles by minimizing as follows:

c2 ¼ N�1
q

XNq

i¼ 1

�
log IcðqiÞ � log

�
f IexpðqiÞ þ c

��2
; (13)

where Nq denotes the number of q points (typically 100), Ic

and Iexp are the calculated and the experimental intensities,
respectively, and log is the natural logarithm. Here, we
decided to fit the experimental rather than the calculated
profiles, because the latter do not contain any free parame-
ters. In addition, we carried out a nonweighted fit on a log-
arithmic intensity scale to equally account for both the small
and the wide-angle regimes. Hence, besides the overall
scaling parameter f, only a single parameter c was fitted,
which aims to account for experimental uncertainties from
the buffer subtraction and, optionally, from residual dark
currents. Experimental SAXS/WAXS profiles were taken
from earlier studies (20,59). The fitted experimental profiles
are shown in gray in Fig. 2 A, demonstrating excellent
agreement both at small and at wide angles.

Previous studies typically used the experimental statistical
errors as inverse fitting weights, putting very strong weights
to small angles. To facilitate the comparison with previous
studies, Fig. S1 presents results from a weighted fitting
procedure, again demonstrating very good agreement over
the entire q-range. To illustrate the effect of the fitting param-
eter c (Eq. 13), we further restricted the fit to the q<2 nm�1

range using only the overall scale f, while setting the para-
meter c to zero (Fig. S2). Here, experimental curves are
systematically above the calculated curves at high angles,
suggesting that, indeed, either a systematic error in the buffer
subtraction or residual dark currents may have contributed
to deviations between simulation and experiment.
Biophysical Journal 107(2) 435–447
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Analysis of the solvation layer

The distance of the envelope d from the solute atoms must

be sufficiently large to ensure bulk-like water at the enve-

lope surface. If d is chosen too small, density modulations

due to the first and second solvation layer may systemati-

cally bias the calculated profiles. On the other hand, an un-

necessarily large d adds noise to the profiles, because the

intensities of the solute system (including its solvation

layer) and of the excluded solvent rapidly increase with d,

whereas the excess intensity IðqÞ should converge with

increasing d.
Here, simulations were carried out using TIP4P-Ew water

and applying position restraints on all heavy atoms to mini-

mize contributions from protein fluctuations. To find the

optimal choice for d, we extracted the radius of gyration

Rg and the intensity at zero angle Iðq ¼ 0Þ from the Guinier

fit, log½IðqÞ=Iðq ¼ 0Þ�z� q2R2
g=3, which is valid up to
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qRg<1:3 for globular proteins (1). Typical Guinier fits are
shown in Fig. 3 A. Fig. 3, C and D presents Rg and
Iðq ¼ 0Þ versus d, visualizing the effects of the first and
second solvation layer on the SAXS profiles. The influence
of d on the intensity at wide angles is shown in Fig. S3.

As expected, the effects of the solvation layer on Rg and
Iðq ¼ 0Þ are more prononced for small proteins such as
GB3, ubiquitin, and cytochrome C (Fig. 3, green, blue,
red). This demonstrates the importance of accurately
modeling the density of the solvation layer for these cases.
For instance, a distance of only 3 Å includes the first solva-
tion layer, but it would miss the reduced density just behind
the first solvation layer, thereby overestimating Rg (compare
Fig. 3 B). In contrast, d ¼ 5 �A would lead to an underesti-
mate of Rg, because it misses the increased density because
of the second solvation layer at d � 6 �A.

In principle, Rg and Iðq ¼ 0Þ should converge with
increasingly bulk-like solvent behind the second solvation
FIGURE 3 Analysis of the solvation layer. (A)

Typical Guinier fits (lines) to the calculated inten-

sities (symbols), log½IðqÞ=Iðq ¼ 0Þ�z� q2R2
g=3,

allowing one to extract the radius of gyration Rg

and I(q ¼ 0). (B) Density of the solvent versus

distance d from the protein atomic centers. (C)

Radii of gyration and (D) I(q ¼ 0), as extracted

form the Guinier fits, are plotted versus the thick-

ness of the solvation layer d. Colors and symbols

are chosen as indicated in the legend of A. Solid

curves: with solvent density correction; dotted

curves: without solvent density correction. To see

this figure in color, go online.
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shell. However, we observed a systematic drift both in Rg

and Iðq ¼ 0Þ at d>7 �A (Fig. 3, B and C, dotted lines), which
we traced to a slightly different bulk water density in the
protein and pure-solvent simulations. Therefore, we applied
a density correction that allows us to fix the bulk water den-
sity to the experimental value of 334 e nm�3. (See Materials
and Methods for details.) This correction removed the drift
almost completely (Fig. 3, B and C, solid lines). The very
weak drift in the curves for glucose isomerase (Fig. 3, B
and C, orange), we believe, originates from the large
counter ion cloud of 60 sodium ions present in those simu-
lations. Notably, altering the solvent density with the aim to
model the complex buffer did not systematically improve
the agreement between calculated and experimental
WAXS curves. Based on the curves in Figs. 3, B and C
and S3, we constructed the envelope using d ¼ 8 �A
throughout this study, close to the value of 7 Å suggested
by Park et al. (24).
Role of the water model

A variety of different explicit water models were developed
during the past decades, which differ significantly in terms
of their density and structure factors. Hence, the water model
may influence the calculated SAXS/WAXS profiles via three
effects. 1), The excess intensity IðqÞ scales at small scat-
tering angles q with the square of the density contrast be-
tween solute and water, and it is therefore very sensitive to
the density of the applied water model. However, as shown
below, our procedure to fix the bulk density at the experien-
tial value corrects for those effects (see also previous para-
graph and Materials and Methods). 2), The packing of
different water models on the protein surface may differ,
thereby changing the structure of the solvation layer. 3), Var-
iations of the water structure factor (31) may be relevant at
wide angles, where the water scattering becomes dominant.

WAXS profiles were computed using eight different pop-
ular water models, and they are analyzed in detail in Fig. 4.
The simulations were conducted with position restraints on
all heavy atoms to ensure that differences between WAXS
patterns originate exclusively from the applied water model.
The overall shape of the SAXS and near-WAXS profiles are
indistinguishable between different water models (Fig. 4 A).
The same is true also when different all-atom force fields
for the protein are applied (Fig. S4). In contrast, without sol-
vent density correction, Iðq ¼ 0Þ may vary by up to 30%
(Fig. S5). We note that those large variations of Iðq ¼ 0Þ
originate from variations in the density contrast, and not
by a possible mismatch in the bulk water densities of solute
and solvent simulation systems. Because the water density
mainly affects IðqÞ at small angles, those variations cannot
be absorbed by the fitting parameters c or f (Eq. 13). In
the far wide-angle regime around the water peak, however,
significant differences appear that reflect variations in the
structure of the water models (Fig. 4 B, lower curves). These
differences are to be expected, because popular water
FIGURE 4 Role of the water model for SAXS/

WAXS patterns. (A) SAXS and near-WAXS curves

for three proteins (as indicated in the graph)

computed using eight different water models, as

shown in the legend. The curves from different

water models are indistinguishable. (B) Far-WAXS

patterns of ubiquitin. Significant differences appear

around the water peak between 15 and 35 nm-1.

Lower and upper curves: buffer subtraction

schemes IAðqÞ � IBðqÞ and IAðqÞ � ð1� vÞIBðqÞ,
respectively. (C) Difference DRg :¼ RGuinier

g �
RCryst
g between the radius of gyration RGuinier

g

computed from the Guinier fit and RCryst
g computed

from the crystal or NMR structure, demonstrating

the increased Rg because of higher water density

in the solvation layer. DRg is plotted versus the

electron density of the water model. Systematic dif-

ferences because of 1), the protein and 2), the water

model are visible. Right-hand side: results from

CRYSOL (default parameters), and experimental

estimates. The color/symbol coding is indicated

in the legend. (D) Intensity at q ¼ 0, with the

same color/symbol coding as in C. For clarity,

I(q ¼ 0) was multiplied by a different constant

for each protein. Dotted lines in C and D are the

average values for the respective protein shown to

guide the eye. To see this figure in color, go online.

Biophysical Journal 107(2) 435–447



442 Chen and Hub
models such as TIP3P (32) or SPC (33) were found to lack
structure of the second solvation shell (31), whereas the
structure of SPC/E and of the TIP4P and TIP5P variants
are in better agreement with x-ray scattering data (31,51).

In addition, Fig. 4 B illustrates the influence of the buffer
subtraction scheme. The lower curves where computed
following Eq. 1, where the negative intensities reflect that
the scattering intensity of the excluded solvent is larger
around q � 25 nm�1 than the scattering of the protein.
The upper curves in Fig. 4 B correspond to the subtraction
scheme involving the volume fraction of the protein,
IAðqÞ � ð1� vÞIBðqÞ, and they were computed following
an earlier study (25). For that scheme, pure water scattering
vIBðqÞ is added back, leading to reduced influence of the wa-
ter model.

To analyze the impact of the water model on the solvation
layer, Fig. 4, C and D, presents Rg and Iðq ¼ 0Þ extracted
from the Guinier fit, plotted versus the density of the respec-
tive water model (as indicated on top of the graphs). Here,
we plotted the difference DRg :¼ RGuinier

g � RCryst
g to the

value taken from the crystal or NMR structure, thus visual-
izing purely the increase in Rg because of the solvation
layer. Remarkably, DRg highly differs between different
proteins. The influence of the water model is, however, rela-
tively small, with the exception that TIP5P and TIP5P-Ew
overestimate Rg for the four smaller proteins. That finding
is in line with a recent simulation study that reported tighter
packing of TIP5P around a peptide described by different
AMBER force fields, as compared with the default TIP3P
water (60). The right-hand side panel of Fig. 4 C shows
the estimate for DRg from the experimental SAXS curves,
as well as DRg computed by CRYSOL (15) using the default
parameters. We find reasonable agreement between simula-
tion and experiment, whereas the implicit solvent model of
CRYSOL, as expected, cannot account for variations in the
solvation layer without fitting to experimental data.

To summarize, there is no optimal water model for the
entire q range. Up to scattering angles of qz15 nm�1, we
thus recommend the default water model of the applied pro-
tein force field. In the far wide-angle regime SPC/E, TIP4P,
or TIP4P-Ew are more appropriate to reproduce the water
TABLE 1 Effect of atomic fluctuations and conformational samplin

Frozena Posres heavy atb Posres ba

Glucose isomerase 5.8 5.4 5.4

Lysozyme 9.0 7.2 7.2

Cytochrome C 9.8 8.9 4.7

Ubiquitin 14.1 9.4 7.8 5

GB3 9.6 9.7 6.5 5

c� 102 from simulations with decreasing restraints on the protein.
aAll protein coordinates frozen.
bPosition restraints on all heavy atoms ðk ¼ 2000 kJ mol�1nm�2Þ.
cPosition restraints on backbone atoms only ðk ¼ 2000 kJ mol�1nm�2Þ.
dAverage and standard deviation from 10 independent simulations.
e,f,gNMR ensembles 1E8L, 1XQQ, and 1D3Z, respectively.
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scattering peak. If the protein atoms are not restrained, how-
ever, a validation is required to exclude the possibility that
the water model leads to unphysical population of confor-
mational states. It is important to note that our conclusions
here are drawn using CHARMM22* (46), and may not
necessarily apply to other force fields. We do not recom-
mend TIP5P variants for CHARMM22* because they may
overestimate Rg.
Importance of atomic fluctuations

Most established methods for the calculation of SAXS/
WAXS profiles use static biomolecular structures
(15–18,20,24). However, WAXS profiles detect short-range
correlations that may be smeared out by thermal fluctua-
tions, thereby changing the scattering profiles. Indeed,
Tiede et al. reported that incorporating B-factors improves
the agreement between calculated and measured profiles
in the q>3 nm�1 regime, suggesting that atomic fluctua-
tions are relevant here (61). Therefore, to quantify the
influence of atomic fluctuations on WAXS profiles we con-
ducted a series of simulations over a range of protein flex-
ibilities: 1), all protein atoms were constrained (frozen);
2), all heavy atoms were restrained (force constant
k ¼ 2000 kJ mol�1nm�2); and 3), only backbone atoms
were restrained ðk ¼ 2000 kJ mol�1nm�2Þ; or 4), free
(unrestrained) simulations. For each setup, the WAXS
spectrum was computed from ~ 5000 simulations frames,
and the deviation c to the experimental data was computed
by minimizing Eq. 13. In addition, to test how the fitting
metric influences the agreement between computed and ex-
perimental curves, the fits were also conducted using the
experimental statistical errors as inverse weights (Table S1).

As shown in Table 1, the agreement between the calcu-
lated and the experimental WAXS curves improves as we
incorporate atomic fluctuations up to backbone-restraints.
Results from the weighted fits corroborate this finding.
However, compared with the nonweighted fits on the
logarithmic scale, a smaller influence from fluctuations is
found. This suggest that fluctuations are indeed particularly
relevant for the wide-angle regime, which is emphasized by
g on WAXS profiles

ckbonec Free MD 1 Free MD 2 NMR ensemble

12.1 (100 ns)

8.0 (1 ms) 10.9 (1 ms) 11.9e

3.9 (20 ns)

1.2d 5.8 (1 ms) 6.3 (1 ms) 6.9f / 7.0g

0.7d 8.3 (1 ms) 7.5 (1 ms)
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a nonweighted fit. A notable exception is the agreement for
GB3 that is strongly dependent on the fitting procedure,
which, we believe, indicates that systematic errors in buffer
subtraction dominate the analysis.

The respective WAXS profiles for cytochrome C and
ubiquitin are shown in Fig. 5 A. The WAXS profiles of ubiq-
uitin are nearly unaffected by fluctuations at small angles,
but they highly differ at wide angles (compare black
and red curves). In contrast, the profiles of cytochrome
C differ only moderately at wide angles. Instead, the inten-
sity at small angles decreases and the peaks around
q � 3:5 nm�1 are left-shifted, indicating that cytochrome
C expands upon the relaxation of the restraints. Hence, the
FIGURE 5 Role of side-chain and loop fluctuations inWAXS profiles. (A)

WAXS profiles for cytochrome C and ubiquitin computed from simulations

with increasing flexibility, as indicated in the legend. Thick gray: experi-

mental curve fitted to the curve from the free MD simulation, using only a

single fitting parameter. (B) WAXS profiles for lysozyme computed from

two 1 ms simulations or from the 1E8L NMR ensemble. The arrow indicates

the regionwith the largest discrepancy between the two simulations. (C) Pro-

jection on the first PCA eigenvector of the two free MD simulations. (D)

Visualization of the first PCAvector. To see this figure in color, go online.
improved agreement between experimental and computed
WAXS patterns for cytochrome C may be taken as an indi-
cation that its crystal structure is more compact than the
solution structure.
Validating solution ensembles against
WAXS data

We conducted free MD simulations between 20 ns and 1 ms
to 1), quantify the role of conformational sampling on
WAXS profiles, and 2), to investigate the sensitivity of c
with respect to potential unphysical biases in a solution
ensembles. Compared with simulations with restraints on
the backbone, the agreement to experiment systematically
improved for ubiquitin, but it slightly degraded or depended
on the weights for GB3 and cytochrome C, respectively (Ta-
bles 1 and S1). These findings suggest that 1), conforma-
tional sampling of the backbone does not significantly
improve WAXS curves for the relatively stable proteins
studied here; and that 2), the MD simulations generate
reasonably correct ensembles of those proteins in solution.

We noted that free simulations resulted in a significant
increase of c for glucose isomerase (c ¼ 12:1 versus
5:4� 10�2), as well as during the second microsecond-
simulation of lysozyme (c ¼ 10:9 versus 7:2� 10�2). A
closer inspection of the glucose isomerase simulation
showed that the drastic increase of c is linked to an increase
of Rg by � 1 Å during the first 20 ps of the simulations.
Hence, the experimental SAXS curve suggests that the
increase of Rg during the simulation was unphysical. We
repeated the simulations in four variations: 1) using
different protein force fields (Amber99SB (48), or OPLS-
aa (50)), 2) using longer 10 ns-equilibration with position
restraints, 3) using gradual instead of instantaneous relaxa-
tion of position restraints after equilibration, or 4) simu-
lating with 150 mM sodium chloride instead of using only
counter ions. However, the increase of Rg and, hence, of c
was consistently reproduced. In this study, we do not aim
to clarify whether the instability might be attributable to
bad conformations in the 1MNZ structure, or attributable
to incomplete electrostatic screening around the highly
charged protein. Instead, the analysis demonstrates that
the comparison with experimental SAXS data is a highly
sensitive measure to either validate simulation ensembles
or to detect nonphysical conformations.

The increased c during the second MD simulation of
lysozyme can by explained by means of a principal com-
ponent analysis on the backbone atoms, which was con-
ducted after merging the two independent simulations
(Fig. 5, B–D). The first principal component (PC) is pre-
sented in Fig. 5 C, showing that the second simulation
fluctuated along the first PC, whereas the first simulation re-
mained stable. The first PCAvector is visualized in Fig. 5 D
and mainly corresponds to enhanced flexibility of the
loop between residue numbers 60 and 80. Using CRYSOL
Biophysical Journal 107(2) 435–447
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calculations from the full protein and from structures lack-
ing that loop, we confirmed that this loop motion accounts
for differences between the WAXS curves of the two simu-
lations (Fig. S6). Hence, the increased c from the second
lysozyme simulation suggests that this loop is instead stable
in solution. More importantly, the results further confirm
that WAXS calculations are sufficiently sensitive to detect
the flexibility of a single loop, thereby opening the route
to apply WAXS profiles for the validation of force field-
based simulations.

To further investigate the role of conformational sampling
for WAXS profiles, we computed the profiles from two
different NMR ensembles of ubiquitin (PDB codes 1XQQ
(62) and 1D3Z (41)) and one NMR ensemble of lysozyme
(PDB code 1E8L (63), Fig. 5 B, green). Each conformer
of the ensemble was simulated for 2 ns with position re-
straints on the backbone atoms (k ¼ 1000 kJ mol�1nm�2).
Subsequently, the WAXS profiles were computed from
~5000 frames that were uniformly taken from the individual
conformer simulations. The agreement to experiment as
quantified by c-values is shown in Table 1. The profiles of
the two ubiquitin ensembles 1XQQ and 1D3Z favorably
agree with experiment (6.9 �10�2 and 7.0 �10�2), but
they do not outperform the microsecond MD simulations,
suggesting that the simulations correctly represent the solu-
tion state of ubiquitin. The spectrum of the 1E8L ensemble
of lysozyme, however, only moderately agrees with the
experiment, suggesting that the 193L crystal structure better
represents the solution state of lysozyme.

Taken together, we find that incorporating atomic fluctu-
ations by means of position restraints on the backbone
atoms significantly improves the agreement between theo-
retical and experimental WAXS profiles. Including addi-
tional conformational sampling by free MD simulations
leads to more accurate predictions only in certain cases,
such as for ubiquitin. Therefore, position-restrained simula-
tions are suitable for reliable predictions of WAXS profiles.
It is important to note, however, that we here studied
relatively stable proteins. For flexible peptides or protein
domains connected by flexible linkers, conformational sam-
pling is crucial to predict SAXS/WAXS patterns (6,27,28).
In turn, we find that calculated WAXS profiles are highly
sensitive with respect to minor conformational transitions
of the protein, such as the flexibility of a single loop or
alterations of the radius of gyration. Therefore, the quanti-
tative comparison between MD simulations and WAXS
patterns shown here emerges as a tool to test the accuracy
of solution ensembles.
CONCLUSIONS

The information content of SAXS/WAXS curves is rela-
tively low; most measured curves contain only 10 to 15 in-
dependent data points (1). Free parameters that are fitted to
match calculated and experimental profiles further reduce
Biophysical Journal 107(2) 435–447
the information that is effectively available for grounding
structural interpretations. Free parameters also increase
the risk of drawing unfounded conclusions because of over-
fitting. Apart from the overall scaling factor for scattering
intensities, we used only a single additional fitting para-
meter that accounts for experimental uncertainties attribut-
able to the buffer subtraction and to dark currents, thereby
minimizing the risk of overfitting, similar to a recent MD
study (25). In particular, no free parameters are required
to model the scattering contributions from the solvation
layer and from the excluded solvent. In that respect, our
calculations contrast methods based on implicit solvation
models and/or on atomic form factors that are reduced
according to the displaced solvent (13,15–18,22). It is
important to note that the distance d between protein and en-
velope is not a free parameter in our calculations. Instead,
d ¼ 8 �A was chosen sufficiently large to ensure bulk-like
water at the surface of the envelope. Likewise, we do not
consider the force field as free parameters, because they
are typically based on ab initio calculations and previously
refined with respect to independent experimental data, such
as solvation free energies or NMR data. Here, neither d nor
the force field parameters are fitted to match the calculated
and experimental WAXS profiles.

The algorithms shown in this study are efficient and can
be parallelized, allowing one to compute WAXS patterns
even from simulations of large macromolecular assemblies.
To illustrate this fact, we computed the WAXS spectrum
from an MD simulation of the E. coli ribosome (Fig. 6)
(44). The envelope contained ~820,000. By averaging
over 20 simulations frames we achieved nearly invisible
small error bars, and the calculation took 1.25h on a
64-core AMD Opteron server (Sunnyvale, CA). Hence,
the computational cost of the WAXS calculations presented
in this study are negligible compared with the cost of the
respective MD simulation. To reduce the cost of the
WAXS calculations, we modeled the solvation layer by an
irregular envelope instead of a sphere (25), which signifi-
cantly reduces the number of water molecules that must
be included in the calculations, thereby also reducing statis-
tical noise in the density contrast to the pure-solvent system.
For instance, an envelope and a sphere around ubiquitin,
each at a distance of 8 Å from the protein atoms, contain
~1550 and ~3700 water molecules, respectively. This in-
crease will be more drastic for more elongated solutes.

The calculated WAXS profiles are in excellent agreement
to experimental data both in the small and in the wide-angle
regime. To establish WAXS calculations from MD simula-
tions as a robust and predictive tool, we carefully evaluated
the role of the applied force fields on the profiles. We found
that both the protein and the water force field have only a
minor effect on the profiles up to 15 nm�1, once we cor-
rected for inaccurate densities of certain water models
(Figs. 4 and S4). Hence, popular water models such as
TIP3 or SPC are suitable for WAXS calculations up to



FIGURE 6 SAXS/WAXS patterns of the E. coli Ribosome. (A) Atomistic

simulation system of the ribosome. Ribosome atoms are represented as

sticks, and water is not shown for clarity. The envelope (clipped surface)

at a distance of 8 Å from the ribosome. (B) SAXS pattern and (inset)

WAXS pattern of the ribosome, averaged from 20 simulation frames and

using J ¼ 8000. Error bars (hardly visible) indicate one SD. To see this

figure in color, go online.
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15 nm�1, despite the fact that these models lack structure in
the second solvation shell (31). In contrast, the intensities
are significantly affected by the water model at very high
angles, where the water scattering becomes dominant. At
such angles, however, additional factors may complicate
the calculations of WAXS profiles such as inelastic scat-
tering or electron-withdrawing effects along polarized
bonds. It will therefore be highly interesting to test our
calculation against experimental profiles also in the far
wide-angle regime in a future study.

We used the methodology to investigate the role of side
chain fluctuations and conformational sampling in solution
scattering. We found that including fluctuations by means
of position-restraint simulations yield better agreement
with experimental SAXS/WAXS profiles, demonstrating
the importance of atomic fluctuations for wide-angle
scattering.

Solution ensembles generated from free MD simulations
up to one microsecond provide only in certain cases a more
accurate solution state of the protein, as quantified from the
deviation c between calculated and experimental WAXS
profiles. We found that small conformational transitions,
such as an unphysical Rg increase of glucose isomerase
by < 1% (or 0.3 Å) or an increased flexibility of a single
loop of lysozyme, may lead to a significant discrepancy
between simulation and experiment. In turn, consistently
small c-values, as observed for microsecond simulations
of ubiquitin, suggest that the simulations correctly sample
the solution state of that protein. Hence, comparing MD
simulations with experimental WAXS profiles emerges as
a new route to validate solution ensembles, complementary
to established protocols based on NMR or circular dichro-
ism data (64–66).

To make the algorithms used here available to the public,
we are currently setting up a web server for automated
MD simulations and WAXS calculations. We expect the
web server to go online in the coming months at: http://
waxsis.uni-goettingen.de.
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39. Pronk, S., S. Páll, ., E. Lindahl. 2013. GROMACS 4.5: a high-
throughput and highly parallel open source molecular simulation tool-
kit. Bioinformatics. 29:845–854.

40. Vaney, M. C., S. Maignan,., A. Ducriux. 1996. High-resolution struc-
ture (1.33 A) of a HEW lysozyme tetragonal crystal grown in the APCF
apparatus. Data and structural comparison with a crystal grown under
microgravity from SpaceHab-01 mission. Acta Crystallogr. D Biol.
Crystallogr. 52:505–517.

41. Cornilescu, G., J. L. Marquardt,., A. Bax. 1998. Validation of protein
structure from anisotropic carbonyl chemical shifts in a dilute liquid
crystalline phase. J. Am. Chem. Soc. 120:6836–6837.

42. Derrick, J. P., and D. B. Wigley. 1994. The third IgG-binding domain
from streptococcal protein G. An analysis by x-ray crystallography
of the structure alone and in a complex with Fab. J. Mol. Biol.
243:906–918.

43. Sanishvili, R., K. W. Volz, ., E. Margoliash. 1995. The low ionic
strength crystal structure of horse cytochrome c at 2.1 A resolution
and comparison with its high ionic strength counterpart. Structure.
3:707–716.

44. Bock, L. V., C. Blau, ., H. Grubmüller. 2013. Energy barriers and
driving forces in tRNA translocation through the ribosome. Nat. Struct.
Mol. Biol. 20:1390–1396.



Validating Solution Ensembles by WAXS 447
45. MacKerell, A. D., D. Bashford,., M. Karplus. 1998. All-atom empir-
ical potential for molecular modeling and dynamics studies of proteins.
J. Phys. Chem. B. 102:3586–3616.

46. Piana, S., K. Lindorff-Larsen, and D. E. Shaw. 2011. How robust are
protein folding simulations with respect to force field parameteriza-
tion? Biophys. J. 100:L47–L49.

47. Mackerell, Jr., A. D., M. Feig, and C. L. Brooks, 3rd. 2004. Extending
the treatment of backbone energetics in protein force fields: limitations
of gas-phase quantum mechanics in reproducing protein conforma-
tional distributions in molecular dynamics simulations. J. Comput.
Chem. 25:1400–1415.

48. Hornak, V., R. Abel,., C. Simmerling. 2006. Comparison of multiple
Amber force fields and development of improved protein backbone
parameters. Proteins. 65:712–725.

49. Duan, Y., C. Wu, ., P. Kollman. 2003. A point-charge force field for
molecular mechanics simulations of proteins based on condensed-
phase quantum mechanical calculations. J. Comput. Chem. 24:1999–
2012.

50. Jorgensen, W. L., D. S. Maxwell, and J. Tirado-Rives. 1996. Develop-
ment and testing of the OPLS all-atom force field on conformational
energetics and properties of organic liquids. J. Am. Chem. Soc. 118:
11225–11236.

51. Horn, H. W., W. C. Swope,., T. Head-Gordon. 2004. Development of
an improved four-site water model for biomolecular simulations:
TIP4P-Ew. J. Chem. Phys. 120:9665–9678.

52. Berendsen, H. J. C., J. R. Grigera, and T. P. Stroatsma. 1987. The
missing term in effective pair potentials. J. Chem. Phys. 91:6269–6271.

53. Bussi, G., D. Donadio, and M. Parrinello. 2007. Canonical sampling
through velocity rescaling. J. Chem. Phys. 126:014101.

54. Berendsen, H. J. C., J. P. M. Postma, ., J. R. Haak. 1984. Molecular
dynamics with coupling to an external bath. J. Chem. Phys. 81:3684–
3690.

55. Miyamoto, S., and P. A. Kollman. 1992. Settle: An analytical version
of the SHAKE and RATTLE algorithms for rigid water models.
J. Comput. Chem. 13:952–962.
56. Hess, B. 2008. P-LINCS: A parallel linear constraint solver for molec-
ular simulation. J. Chem. Theory Comput. 4:116–122.

57. Darden, T., D. York, and L. Pedersen. 1993. Particle mesh Ewald: an N
, log(N) method for Ewald sums in large systems. J. Chem. Phys.
98:10089–10092.

58. Essmann, U., L. Perera, ., L. G. Pedersen. 1995. A smooth particle
mesh Ewald method. J. Chem. Phys. 103:8577–8592.

59. Alaidarous, M., T. Ve,., B. Kobe. 2013. Mechanism of bacterial inter-
ference with TLR4 signaling by Brucella toll/interleukin-1 receptor
domain-containing protein TcpB. J. Biol. Chem. 289:654–668.
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