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ABSTRACT: Membrane channels facilitate the efficient and selective
flux of various solutes across biological membranes. A common approach
to investigate the selectivity of a channel has been the calculation of
potentials of mean force (PMFs) for solute permeation across the pore.
PMFs have been frequently computed from molecular dynamics (MD)
simulations, yet the three-dimensional reference interaction site model
(3D-RISM) has been suggested as a computationally efficient alternative
to MD. Whether the two methods yield comparable PMFs for solute
permeation has remained unclear. In this study, we calculated potentials
of mean force for water, ammonia, urea, molecular oxygen, and methanol
across the urea transporter B (UT-B) and aquaporin-1 (AQP1), using 3D-RISM, as well as using MD simulations and umbrella
sampling. To allow direct comparison between the PMFs from 3D-RISM and MD, we ensure that all PMFs refer to a well-
defined reference area in the bulk or, equivalently, to a well-defined density of channels in the membrane. For PMFs of water
permeation, we found reasonable agreement between the two methods, with differences of ≲3 kJ mol−1. In contrast, we found
stark discrepancies for the PMFs for all other solutes. Additional calculations confirm that discrepancies between MD and 3D-
RISM are not explained by the choice for the closure relation, the definition the reaction coordinate (center of mass-based versus
atomic site-based), details of the molecule force field, or fluctuations of the protein. Comparison of the PMFs suggests that 3D-
RISM may underestimate effects from hydrophobic solute-channel interactions, thereby, for instance, missing the urea binding
sites in UT-B. Furthermore, we speculate that the orientational averages inherent to 3D-RISM might lead to discrepancies in the
narrow channel lumen. These findings suggest that current 3D-RISM solvers provide reasonable estimates for the PMF for water
permeation, but that they are not suitable to study the selectivity of membrane channels with respect to uncharged nonwater
solutes.

■ INTRODUCTION
Protein channels facilitate the selective flux of solutes across
biological membranes. A popular quantity used to characterize
the selectivity of channels is the potential of mean force (PMF)
for solute permeation.1,2 The barriers and the minima along the
PMF indicate the locations of the selectivity filters and solute
binding sites, respectively. Since the height of the barriers is
related to the permeability, PMFs help to quantify the
selectivity of the channel with respect to different solutes.3 In
previous studies, molecular dynamics (MD) simulations have
been widely used to compute such PMFs for solute permeation
across membrane channels, typically employing techniques
such as umbrella sampling (US) or constrained MD.4−21

Despite common approximations, such as the neglect of
polarization, as well as sampling limitations, MD simulations
showed reasonable agreement with experimental permeability
data, suggesting that the permeation process in silico resembles
the experimental conditions.
In this work we compare two different approaches that have

been used to compute PMFs across membrane channels,
namely, the three-dimensional reference interaction site model
(3D-RISM), and MD simulations using US. US is a well-

established method based on biased MD simulations, used to
obtain sampling along the complete reaction coordi-
nate.5,6,22−24 3D-RISM is based on the statistical mechanics
theory of liquids and aims to calculate three-dimensional site−
site correlation functions of a solvent molecule around a
complex solute.25−27 Compared to MD simulations, 3D-RISM
calculations are computationally cheaper by orders of
magnitude, thus in principle providing an attractive protocol
to obtain the solvent distributions around proteins or inside
protein channels.28 3D-RISM has been very popular in
applications where water is the main solvent,29−35 including
the detection of water molecules in protein cavities.36−38

Hence, 3D-RISM was used to predict the water density around
and inside the water channel aquaporin-1 (AQP1), which can
be readily translated into the PMF for water permeation.39−41

To study the permeation of small nonwater solutes across
protein channels, 3D-RISM must deal with solvent mixtures,
since the distribution of both, water and the nonwater
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permeating solute inside the channel, must be simultaneously
computed. Such applications are challenging because the
permeating solute competes with the abundant water for
interactions with the protein in the channel’s vestibule and,
possibly, also inside the channel lumen. Hence, accurate
calculations of the density of the permeating solute requires
that the water−protein interactions are correctly balanced with
respect to solute-protein interactions. In addition, if the
permeating solute exposes a nonpolar surface, the calculations
would require accurate treatment of the hydrophobic solute−
protein interactions, which have remained challenging in the
3D-RISM context.34,42,43 Moreover, molecules often adopt
well-defined orientations inside a narrow channel, whereas the
RISM method takes averages over the solvent’s orientational
degrees of freedom. Whether the orientational average leads to
artifacts in a narrow channel lumen has, to our knowledge, not
been systematically addressed. 3D-RISM has been suggested to
correctly describe solvent mixtures,44 but applications have
been mainly restricted to solvent mixtures of water and
electrolyte,29,32,45−48 for which the above-mentioned challenges
might be less critical. For instance, 3D-RISM was successfully
used to identify ion binding sites in potassium channels.38,49−51

Whether 3D-RISM correctly describes the distribution of
solvent mixtures of uncharged molecules inside protein
channels, has remained unclear and triggered some lively
discussions.41,52−54

To test whether current 3D-RISM implementations provide
a fast and general alternative to MD, we computed the PMFs of
solute permeation across protein channels as derived by the two
methods. The 3D-RISM calculations were conducted with the
AmberTools software.44 PMFs were computed for several
solutes that strongly differ in hydrophobicity and size, thus
allowing us to test the influence of such parameters on the
agreement between MD and 3D-RISM. We considered the
permeation across two prototypical membrane channels: the
mammalian urea transporter UT-B and the water channel
AQP1.
Urea transporters are a family of membrane proteins that

mediate the flux of urea across the cell membrane.55 UT-B is
one of the most common urea transporters found in different
bacterial and animal species, including mammals, where it is
expressed in tissues such as kidney, brain, ear, testis, intestine,
and bladder.56 The structure and function of UT-B has been
portrayed in several experimental and computational studies,
which demonstrated also the efficient flux of water and
ammonia (NH3) across the channel.57−61

Aquaporins are another widely expressed family of
membrane channels facilitating water permeation across lipid
membranes.62 They have been found in all domains of life.63

AQP1 is one of the best studied aquaporins, with a well-
characterized selectivity filter that is optimized for the
permeation of small polar molecules but excludes larger
molecules such as urea or glycerol.52,64−67

■ THEORY AND METHODS
Theory. We first briefly review MD-based US and 3D-

RISM. For a detailed introduction, we refer to a number of
excellent reviews and textbooks.1,22,25,68

Umbrella Sampling with MD Simulations. MD simulations
integrate Newton’s equations of motion, where the forces are
given by an empirical force field.69 Equilibrium MD simulations
frequently suffer from poor sampling, because functionally
relevant events, such as solute permeation across membrane

channels, often occur on time scales beyond the accessible
simulation times. Hence, enhanced sampling methods such as
US are required to study such rare events.
US has been widely used to compute PMFs from MD

simulations.1,22 Originally proposed by Torrie and Valleau, this
method applies a harmonic biasing potential to the system to
ensure sampling along the whole reaction coordinate ξ.70

Accordingly, the reaction coordinate is divided into multiple
windows and, after the simulations have finished, the unbiased
PMF Gi(ξ) for each window i is recovered from the biased
simulations following

ξ β ξ ξ= − − +G P w F( ) (1/ ) ln ( ) ( )i i i i
b

(1)

Here β = 1/kBT, where kB is the Boltzmann constant and T the
temperature, Pi

b denotes the biased distribution of window i,
wi(ξ) is the biasing harmonic potential that restrained the
system along ξ, and Fi = −(1/β)ln⟨exp[−βwi(ξ)]⟩. The
brackets ⟨·⟩ denote the ensemble average. Pi

b is extracted
from a biased MD simulation. The PMF Gi(ξ) of all windows
and the constants Fi are typically computed with the weighted
histogram analysis method (WHAM).71

3D-RISM. 3D-RISM is based on the integral equation theory
of molecular liquids and provides a framework to compute
solvent density distributions around a complex solute on a
three-dimensional grid, as well as the thermodynamic proper-
ties such as hydration free energies.25,27 In this paragraph, we
follow the nomenclature for “solute” and “solvent” as used in
the 3D-RISM literature. Translated into the context of small-
molecule permeation across a protein channel, the 3D-RISM
“solute” refers to the protein only, whereas the 3D-RISM
“solvent” describes both water and, if present, the additional
permeating small molecules. In contrast, acording to the
terminology adopted in literature on protein channels, the term
“solute” describes the permeating small molecule.
3D-RISM aims to solve the six-dimensional molecular

Ornstein−Zernike (OZ) equations that relate the total
correlation function h(r, r′) to the direct correlation function
c(r, r′):

∫ ρ= +h c c h(1, 2) (1, 2) (1, 3) (3, 2) d(3)uv uv uv v vv (2)

where the numbers in the parentheses represent the
coordinates of particles in the liquid system, that is, the
position R and the orientation Ω. The symbol ρ denotes the
particle number density, and the subscripts u and v indicate
solute and solvent, respectively. One of the most common
approaches to approximately solve eq 2 uses the site−site
dielectrically consistent RISM equation (DRISM),72,73 which
carries out the full orientational reduction of the molecular OZ
equations. This results in the spatial correlation functions
between the solvent atomic species sites, which are used
subsequently to solve the 3D-RISM equation. Thus, 3D-RISM
averages out the solvent molecular orientations, but it keeps the
orientational description of the solute molecule:

∫∑ χ= − ′ | ′| ′α
γ

γ γα
= 

h c dr r r r r( ) ( ) ( )
N

uv

1

vu vv
3

(3)

where α = 1, ..., N, χγα(r) is the bulk solvent susceptibility
function taken from DRISM, γ and α denote the indexes over
the atomic species sites in a solvent molecule, and N is the
number of atomic species sites in the solvent molecule.
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The solution to eq 2 includes multiple integrals that are
difficult to solve except for some special cases. Therefore, to
solve the OZ equations, both in DRISM and 3D-RISM, they
have to be complemented by a closure relation. Several
approximations have been developed for the closure relation
such as the Percus−Yevick (PY), hypernetted-chain (HNC) or
the mean-spherical (MSA) approximation.68,74,75 In this work,
we used the Kovalenko-Hirata (KH) closure relation, as
implemented in AMBER,44 which combines the HNC closure
for low-density regions with the MSA closure for high density
regions:76

=
− ≤

>α
α α

α α
⎪

⎪⎧⎨
⎩

h
d d

d d
r

r r

r r
( )

exp[ ( )] 1 for ( ) 0

( ) for ( ) 0
uv

uv uv

uv uv
(4)

Here

β= − + −α α α αd u h cr r r r( ) ( ) ( ) ( )uv uv uv uv
(5)

Here, uα
uv(r) denotes the interaction potential between the

solute and solvent site α, given by the sum of the electrostatic
and Lennard-Jones (LJ) potentials between the solvent site α
and all solute atoms.
Computational Details. For this work, PMFs and

simulation snapshots for AQP1 were taken from ref 52.
System Setup for US Simulations of UT-B. Initial

coordinates of UT-B were taken from the Protein Data Bank
(PDB code 4EZC).57 Initial coordinates for the lipid membrane
were taken from a 1 ns equilibrium simulation of a hydrated
membrane of 328 (1-palmitoyl-2-oleoyl-sn-glycero-3-phospho-
choline) POPC lipids. The protein was embedded in the
membrane with the g_membed software,77 and the simulation
box was filled by explicit water and neutralized by one
counterion. The final simulation system contained the UT-B
trimer, 274 POPC molecules, 24989 TIP3P78 water molecules,
and 1 sodium ion.
Interactions of the protein atoms were described by the

Amber ff99SB*-ILDN force field,79 and lipid parameters were
taken from Berger et al.80,81 The simulations were carried out
with the GROMACS simulation software (version 4.6).82

Electrostatic interactions were calculated at every step with the
particle-mesh Ewald method.83 Short-range repulsive and
attractive dispersion interactions were described by a LJ
potential, with a cutoff at 1 nm. The geometry of water
molecules was constrained with the SETTLE algorithm,84 and

all other bond lengths were constrained with LINCS.85

Hydrogen atoms of the protein were constructed as virtual
sites, allowing a 4 fs time step.86 The simulation temperature
was controlled at 300 K using velocity rescaling (τ = 2.5 ps),87

and the pressure was kept at 1 bar with a semiisotropic
Berendsen barostat (τ = 2 ps).88 The system was equilibrated
for 150 ns before production. Figure 1 A shows a typical
simulation box.
We computed PMFs for permeation across UT-B for the

following solutes: TIP3P78 water, ammonia (NH3), urea,
molecular oxygen (O2), and methanol. Parameters for NH3
were generated using AmberTools15 from the AMBER
molecular dynamics package,89 with AM1-BCC charges,90,91

and the atoms were defined with the OPLS-AA force field.92,93

Urea parameters were taken from Duffy et al.94 O2 was
modeled purely by LJ spheres, with parameters taken from the
CHARMM22 force field.95 For methanol, we used the GAFF
parameters provided at http://virtualchemistry.org/.96,97

US Simulation Details. The z-coordinate (membrane
normal) was taken as reaction coordinate measured as the
distance between the center-of-mass (COM) of the solute
molecule to COM of the transmembrane backbone atoms of
the protein. Starting frames for US were taken from a 150 ns
equilibrium simulation. We placed 21 solute molecules per
simulation (7 per monomer), allowing thus to collect 21
umbrella windows from each simulation. The solutes were
separated by 1.5 nm in the z direction, and restrained by a
harmonic umbrella potential with a force constant of 1000 kJ
mol−1 nm−2. In addition, to ensure that the solutes adopt a
well-defined membrane area outside the channel (in bulk), the
solutes were restrained into cylinders aligned along the
respective channel axis, as suggested by Allen et al.2 In this
work, the cylindrical restraint was implemented as a flat-
bottomed quadratic potential, Vcyl(r) = kc(r − rc)

2/2 × H(r −
rc). Here, r denotes the distance from the cylinder axis that was
aligned along the respective pore, kc = 1000 kJ mol−1nm−2 is
the force constant, rc = 0.8 nm is the cylinder radius, and H is
the Heaviside step function. All the umbrella simulations were
carried out using an in-house modified GROMACS simulation
software (version 4.6) which implemented the flat-bottomed
quadratic potential.
Adjacent umbrella windows were separated by 0.01 nm in

simulations of water, urea, and NH3, thus requiring 150
simulation systems to cover the complete reaction coordinate.
For O2 and methanol, adjacent windows were separated by

Figure 1. (A) Three-dimensional representation of a typical umbrella simulation system box. The lipid heads and tails are represented as orange and
white spheres, respectively. The UT-B protein is shown in pink cartoon representation. The urea molecules placed along the reaction coordinate z
(membrane normal) are depicted in green. (B) Schematic view of a UT-B monomer visualizing the pore topology as a pink area. The regions Si, So,
and Sm are highlighted by color. (C) Schematic view of the AQP1 monomer with the pore topology depicted as a blue area. The conserved
asparagine-proline-alanine (NPA) region and aromatic/arginine (ar/R) constriction region are highlighted in color.

The Journal of Physical Chemistry B Article

DOI: 10.1021/acs.jpcb.6b11279
J. Phys. Chem. B 2017, 121, 1506−1519

1508

http://virtualchemistry.org/
http://dx.doi.org/10.1021/acs.jpcb.6b11279


0.025 nm, requiring 60 simulation systems. Umbrella
simulations for urea were conducted for 10 ns, and all other
umbrella simulations for 5 ns. The temperature was controlled
using a stochastic dynamics integration scheme (τ = 0.5 ps),98

and the pressure was kept at 1 bar with the Parrinello-Rahman
barostat (τ = 5 ps).99,100 The box length in the z direction was
kept fixed. We used a 2 fs time step during umbrella sampling.
All other simulation parameters were identical to the
equilibrium simulations.
PMF Construction after US. The first 2 ns of each trajectory

were removed for equilibration for simulations with water,
NH3, O2, and methanol and the first 4 ns for simulations with
urea. In total, 11 970 umbrella histograms were collected from
3.6 μs of simulation of the UT-B system. PMFs were calculated
using a periodic implementation of WHAM.71,101 For each
solute, histograms were collected from the three channels and
subsequently combined into one PMF. Since we applied a
cylindrical flat-bottomed potential, the PMFs refer to a channel
density of one channel per cross-section area of the cylinder.
Here, we corrected the PMFs such that they correspond to a
channel density of one channel per membrane area occupied by
a UT-B monomer. To this end, we used a trapezoidal
correction between the entrance and exit regions of the pore
as done previously,21,52 shifting the PMF by kBT ln(Amono/Acyl).
Here, Amono is the area occupied by a UT-B monomer and Acyl

is the effective cross-section area of the cylinder. The area of the
cylinder was approximated as Acyl = π (rc + 2σc)

2, where σc = (kB
T/kc)

1/2 is the width of the Gaussian-shaped distribution in the
quadratic region of the flat-bottomed cylindrical potential.
Indeed, the entropy of a uniform two-dimensional (2D)
distribution in Acyl approximately equals the entropy of a 2D
distribution in a flat-bottomed quadratic potential, as derived in
Appendix A. In addition, the PMFs were defined to zero in the
bulk region. Statistical errors were calculated by bootstrapping
complete histograms,101 yielding errors of ≤3 kJ mol−1.
DRISM and 3D-RISM Calculation Details. Before the 3D-

RISM calculations, we performed dielectrically consistent
reference interaction site model (DRISM) calculations to
obtain the bulk solvent susceptibility function χγα(r). We used
the same solute parameters as in the MD simulations except for
the water and O2 molecules. Water parameters were described
by the TIP3P RISM model provided with the AMBER
software,44 which, in contrast to the default TIP3P, assumes
LJ interactions for the hydrogen atoms. For O2, we used the LJ

parameters from the CHARMM22 force field,95 and the partial
charges were set to zero.
DRISM calculations were carried out using the rism1d

program of the AmberTools 14 molecular modeling pack-
age,44,89 at a temperature of 300 K and a dielectric constant of ϵ
= 78.497. Following the RISM implementation of the
AmberTools,44 no corrective bridge functions were ap-
plied,102−104 and no orientational correlation were included.
We used a grid of 32,768 points with a grid spacing of 0.025 Å.
All solvent mixtures were defined using a water concentration
of 55.5 M and a solute concentration of 0.5 M. We used the
MDIIS accelerated numerical solver105 with 20 vectors, a step
size of 0.3 and a residual tolerance of 1 · 10−12, with the
Kovalenko-Hirata closure relation.
For 3D-RISM calculations, we used the crystal structures of

UT-B and AQP1 (PDB ID codes 4EZC and 1J4N).57,65 The
interactions of the protein atoms were described by the Amber
ff99SB*-ILDN force field.79 To test the influence of protein
fluctuations on PMFs, we also took 100 UT-B structures and
100 AQP1 structures from an equilibration simulation, and 100
UT-B structures from an umbrella simulation in which urea is
bound to UT-B.
We carried out 3D-RISM calculations using the

rism3d.snglpnt program in the AmberTools 14 molecular
modeling package,44,89 at a temperature of 300 K. For UT-B,
we used the trimer structure and a grid of 240 × 224 × 180
points in a box of size 120 × 112 × 90 Å3. For AQP1, we used
the monomer structure, in a grid of 160 × 140 × 192 points
and a box of 80 × 70 × 96 Å3. Figure 2 A shows a typical 3D-
RISM grid around AQP1. In both systems, the distance of grid
boundary to the protein was at least 15 Å. The MDIIS solution
converged with a residual error between 10−5 and 2 ·10−3 using
5 vectors, a step size of 0.7 and the Kovalenko−Hirata closure.
To test the influence of other closures, we also converged the
3D-RISM solutions with the chained PSE1/PSE2 and PSE1/
PSE2/PSE3 as suggested by Giambasu̧ et al.106

PMF Construction after 3D-RISM. We took the membrane
normal z as the reaction coordinate, where z = 0 was defined
either as the COM of the transmembrane region of UT-B or as
the COM of the NPA motif of AQP1. The PMFs were
computed from 3D-RISM results using the three-dimensional
density gα(r) = hα(r) + 1, where α is the atomic species site of
the permeating molecule. The α sites considered for each solute
were the following: oxygen atom for water, nitrogen atom for
NH3, carbon atom for urea and methanol, and oxygen atom for

Figure 2. (A) Schematic view of AQP1 inside a 3D-RISM grid. (B) Reduced three-dimensional grid across the AQP1 pore. (C) x and y view of the
aforementioned reduced area. The grids do not show the actual number of grid points.
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O2. (Note that the number of atoms in the solute molecule is
irrelevant because the density is normalized to unity in the
bulk.) Hence, we computed the 3D-RISM PMFs from the
density of solvent sites that are close to the center of mass of
the respective solvent molecule. This is important to allow
direct comparison with the PMFs from umbrella sampling, for
which the molecule’s center of mass was used to define the
reaction coordinate. However, we also computed the PMFs
from 3D-RISM based on the density of different solvent sites,
and we found that the choice of the solvent site has only a
minor effect on the PMFs (see the Discussion).
The three-dimensional (3D) density gα(r) was reduced to

the one-dimensional (1D) density distribution function gα(z)
by integrating out the x and y coordinates:

∫=α αg z g x yr( ) ( ) d d
A z( )g (6)

In the bulk water and in the vestibule regions, the integration
area Ag(z) was taken as a square with an area of (1.6 nm)2,
which is smaller than the monomer area in both proteins. Ag
was centered along the respective monomer center, as
visualized in Figure 2, parts B and C. In the pore region |z| <
1 nm, Ag(z) was taken as a square centered along the channel
center, with a side length 2(rc(z) + 3 Å), where rc(z) is the
channel radius. Here, the channel center and radii were
computed with PROPORES.107 Hence, the integration area Ag
was large enough to account for the entropic effect from the
tightening of the pore with respect to the bulk, and small
enough to exclude the lipid membrane region. This procedure
was required because the 3D-RISM calculations were carried
out with the protein in vacuum and not embedded in a lipid
membrane, thus generating unphysical solvent density in the
lipid membrane region. In addition, restricting the integration

to a smaller square in the pore region excludes solvent droplets
inside the protein matrix that are separated from the channel
and do not contribute to permeation.
To average over multiple monomers or structures from

simulation frames, we first averaged the density before
computing the PMF:

Δ = −
⟨ ⟩

α
α

α

G z k T
g z

g z
( ) ln

( )

( )
c

B
bulk (7)

where ⟨·⟩c denotes the average over monomers and/or
simulation frames, and zbulk is a z-position in bulk water.
Note that the factor 1/gα(zbulk) does not change the shape of
the PMF but merely defines the PMF to zero in the bulk. To
facilitate the direct comparison between the PMFs obtained
with 3D-RISM and the ones obtained with US MD simulations,
we used the same trapezoidal correction described above, using
a correction of 4.21 kJ mol−1 and 3.47 kJ mol−1 for UT-B and
AQP1, respectively, given by the bulk area of Ag(z) and the
monomer area. Hence, the 3D-RISM PMFs shown below
correspond to a channel density of one channel per cross
section area of the monomer.

IC50 Estimate. Following the calculation in ref 19, the IC50
value of a solute bound to one of the binding sites of the
channel is given by IC50 = (Amono ∫ ch exp[−β ΔG(z)] dz)−1,
where the integral is taken across the channel. The symbol
ΔG(z) denotes the PMF that is defined to zero in bulk water.

Translating Water PMF into Water Occupancy Inside the
Channel. Because our PMFs correspond to a well-defined
reference area in the bulk, they can be translated into the
equilibrium one-dimensional (1D) solute density along the
channel coordinate z at a given solute concentration in the
bulk. Below, we use this fact to translate the PMFs of water
permeation into the equilibrium water occupancy of the

Figure 3. (A/B) PMFs ΔG(z) for solute permeation along the channel coordinate z from US simulations, and (C/D) from 3D-RISM based on the
respective crystal structure. PMFs are shown for the urea transporter UT-B (A/C) and AQP1 (B/D). Different solutes are represented by different
colors (see legend). (E/F) Radius of the channels computed with PROPORES.107 z = 0 corresponds to the COM of the transmembrane residues in
UT-B, and to the COM of the NPA motif in AQP1.
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channels. In bulk, the water 1D density (ΔNw/Δz)bulk is given
by (i) the reference area of the PMF, for which we chose the
cross section area of one monomer Amono (10.3 nm2 and 13.9
nm2 for AQP1 and UT-B, respectively), and (ii) the number
density of water (33.4 nm−3). Hence, we obtain for (ΔNw/
Δz)bulk the values 344.3 nm−1 and 463.6 nm−1 for AQP1 and
UT-B, respectively. Since we defined the PMF to zero in the
bulk, the 1D water density along the pore is (ΔNw/Δz)(z) =
(ΔNw/Δz)bulk exp[−β ΔG(z)]. Integrating (ΔNw/Δz)(z)
across the channel lumen yields the equilibrium water
occupancy.

■ RESULTS
PMFs from Umbrella Sampling. Figures 3 A and B

present the PMFs ΔG(z) for the permeation of water, NH3,
urea, O2, and methanol (see legend) across UT-B and AQP1,
respectively. We computed the PMFs for UT-B as described in
the Methods, and the PMFs for AQP1 were taken from ref 52.
For UT-B, Figure 3 A shows that all the free energy barriers

ΔG‡ are ≤15 kJ mol−1, suggesting that UT-B represents a
rather unspecific channel for small neutral solutes. Overall,
these PMF are in agreement with previous computational
studies.57,59,60 The PMFs for polar solutes such as water, NH3,
and urea, exhibit a higher free energy at z ≈ 0 as compared to
the more hydrophobic solutes O2 and methanol, underlining
the hydrophobic character of the Sm region next to the residues
T172 and T334 (blue bar in Figure 3, parts A, C, and E).
The PMF for urea, the physiological substrate of the channel,

exhibits several minima indicative of urea binding sites,
resembling the PMF reported by Levin et al. for the channel
lumen. The shoulder at z = −1 nm (Si region) and the
minimum at z = 0.4 nm (So region) correspond to the
selenourea binding sites in the 4EZD crystal structure. At the
pronounced minimum at z = −0.6 nm, no selenourea was
found in the crystal structure, possibly because of different
packing to the protein of selenourea as compared to urea. Since
our PMFs expand into the bulk, they allow us to compute the
urea concentration at the binding sites as compared to bulk
water or, equivalently, an IC50 concentration for urea binding
(Methods). We obtain an IC50 of 20 mM, suggesting that a
significant fraction of urea channels in the kidney are occupied
by urea at physiological urea concentrations.108

The PMFs for water and NH3 exhibit barriers of only ∼12 kJ
mol−1, which reflect purely the entropic cost for entering the
narrow lumen from the bulk water (Figure 3 A, black and red
curves, and Figure 3 E). Hence, our PMFs are in line with the

notion of UB-T as an efficient channel for both water and NH3,
as suggested previously.59 Likewise, PMFs for methanol and O2
exhibit only low barriers. However, the PMFs of the five solutes
clearly differ, reflecting different hydrophobicities and shapes of
the solutes.
The AQP1 PMFs calculated with US simulations shown in

Figure 3B have been discussed in ref 52. In short, the PMFs
demonstrate that the selectivity of the channel is determined at
the aromatic/arginine (ar/R) constriction region (Figure 3B,
red bar), which allows the permeation of small polar solutes,
but excludes hydrophobic and large solutes. The ar/R region
constitutes the narrowest part of the pore, thereby excluding
large solutes such as urea via steric effects (Figure 3 B). Small
apolar solutes, such as O2, are excluded because their
permeation would require breaking of strong hydrogen bonds
between water and the conserved arginine in the ar/R site.18

Because the interactions between apolar solutes and arginine
are weaker than water-arginine interactions, apolar solutes feel a
free energy barrier at the ar/R site. Hence, the modulations in
the PMFs reflect steric, hydrophobic, as well as effects from
polar interactions such as hydrogen bonds.

PMFs from 3D-RISM. In the following, we compare the
PMFs calculated with 3D-RISM for water, NH3, urea, O2, and
methanol across UT-B and AQP1 to the PMFs calculated with
US simulations. The PMFs from 3D-RISM were computed
from the three-dimensional solvent density following the
procedure outlined above. In particular, to allow direct
comparison to the PMFs from US, the PMFs from 3D-RISM
were normalized with respect to the monomer cross section
area using a trapezoidal correction between the entrance and
exit regions of the pores (see Methods and Appendix A).
Figure 4 presents the water PMFs across UT-B (Figure 4A)

and AQP1 (Figure 4B) calculated with 3D-RISM and the
respective crystal structure (turquoise curve), as well as from
US simulations (brown curves). We found reasonable agree-
ment between the two methods, with differences of ≲4 kJ
mol−1. For UT-B, 3D-RISM yields slightly higher PMFs as
compared to US, reflecting lower water density inside the pore.
To test if 3D-RISM was biased by the static crystal structure,
we also computed PMFs with 3D-RISM as an average over 100
structures taken from equilibrium MD simulations (Figure 4,
dashed curves). For UT-B, taking such equilibrium fluctuations
of the channel into account, we found even closer agreement
between 3D-RISM and US, with differences of ≲2 kJ mol−1.
However, a slightly lower water density suggested by 3D-RISM
as compared to US remains.

Figure 4. Water PMFs ΔG(z) calculated with US simulations (brown), 3D-RISM with the crystal structure (turquoise) and 3D-RISM after
averaging over 100 equilibration simulation snapshots (black-dashed) for UT-B channel (A) and AQP1 (B). The Si, Sm, and So regions are
highlighted for UT-B, as well as the NPA motif and the ar/R region for AQP1.
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An intuitive quantitative comparison between MD and 3D-
RISM is given by the average number of water molecules inside
the narrowest channel lumen, which can be computed from the
PMF (Methods). The results are summarized in Table 1. The

water occupancy during MD simulations suggests that the
channels are fully filled by water, possibly as a zigzag-shaped
water file. This is consistent with MD simulations reported by
other authors.16,17,109 3D-RISM calculations yield slightly
reduced water densities in the UT-B lumen as compared to
the MD result, and 3D-RISM quantitatively agrees with MD for
AQP1. Noting that the 3D-RISM calculations were orders of
magnitude faster than MD, the overall agreement is remarkable.
However, this agreement between the two methods for water

is not found for the nonwater solutes (Figure 3, parts C and D).
In contrast to the PMFs computed from US simulations, which
highlight stark differences between different solutes (Figure 3,
parts A and B), we found that the PMFs computed with 3D-
RISM closely resemble each other. Notably, the PMFs for
water, NH3, urea, O2, and methanol are virtually identical
except for the Sm region in UT-B and the ar/R constriction site
in AQP1. In the 3D-RISM calculations, the polarity of the
solute seems to have only little influence on the PMFs, but the
PMFs seem to be strongly dominated by the size of the solute,
leading to increasing barriers with increasing solute size.
Consequently, the urea binding sites in UT-B found in our
and other work57 from US (Figure 3A) are absent in the PMF
computed with 3D-RISM (Figure 3A,C, green curves). At the
ar/R site of AQP1, the 3D-RISM PMFs for urea, O2, and
methanol exhibit sharp barriers, higher than in the PMFs from
US.
To test again if 3D-RISM was biased by the static crystal

structure of UT-B and AQP1, we took 100 snapshots, each
from equilibrium MD simulations of UT-B and AQP1, and we
computed PMFs of urea with 3D-RISM for each single
structure (Figure 5 A/C, gray). In addition, we averaged the
density from all 100 snapshots and translated the averaged
density into a mean PMF (Figure 5 A,C, black; see also
Methods). The maximum difference between a PMF from a
single snapshot and the respective mean PMF is about ∼120
and ∼25 kJ mol−1 for UT-B and AQP1, respectively. This
suggests that protein fluctuations may have a strong effect on
3D-RISM results at tight constriction sites. Notably, the mean
PMF for urea permeation across AQP1 exhibits a barrier of
only 17 kJ mol−1, which would imply that AQP1 conducts urea,
contrasting experimental findings.67 The strong influence of
protein fluctuations on the 3D-RISM PMFs suggests that the
adaptation of the UT-B channel lumen to a bound urea might
be crucial for 3D-RISM results.
To test if the urea PMFs calculated with 3D-RISM did not

reflect the urea binding sites in UT-B due to the lack of the

proper channel lumen structure, we took 100 snapshots from
an umbrella window simulation in which urea is bound to UT-
B at z = 0.3 nm, and we computed the 3D-RISM PMF for each
structure (Figure 5B, gray). None of these urea PMFs exhibits a
minimum at z = 0.3 nm, suggesting that, even when the channel
lumen structure is adapted to urea, 3D-RISM did not identify
the binding site.
We further tested if the closure relations used for DRISM or

3D-RISM influence the PMFs (Tables S1 and S2). Figure 6
presents PMFs for water, NH3, urea, O2, and methanol
computed with 3D-RISM across UT-B and AQP1, either
computed with the KH closure (black lines) or using chained
PSE1/PSE2/PSE3 closures (red lines). PMFs computed with
additional closures are shown Figure S1. We found that, for
most cases, changing the closure relation has only a small effect
on the PMFs. Notable exceptions are the PMF for water and
ammonia permeation across AQP1. In the ar/R region of
AQP1, the water and NH3 PMFs show differences of ∼10 and
∼15 kJ mol−1, respectively, suggesting that 3D-RISM with the
PSEn closure relations underestimates the water density in the
narrow ar/R region (Figure 6, top right).

■ DISCUSSION
We have presented a systematic comparison between 3D-
RISM, as implemented in the AmberTools software, and MD
simulations, with a focus on PMF calculations for solute
permeation across membrane channels. In this study, our aim

Table 1. Average Water Occupancy in the Narrowest Region
of the Channel Lumen of UT-B (−0.8 nm <z < 0.3 nm) and
AQP1 (−1 nm<z < 1 nm) As Computed from the PMFsa

3D-RISM (cryst.) 3D-RISM (av.) MD

UT-B 3.1 3.2 7.8
AQP1 8.3 10.4 10.4 (7.7)

a3D-RISM results computed using only the crystal structure or from
an average over 100 MD simulations frames. MD result in brackets
was computed by counting water molecules during an equilibrium
simulation, taken from ref 52.

Figure 5. Urea PMFs ΔG(z) calculated with 3D-RISM across UT-B
channel (A/B) and AQP1 (C) over 100 structures taken either from
an equilibrium simulation or the umbrella window where urea is in the
binding site of UT-B (gray), mean PMF of the respective 100
structures (black) and the PMF obtained from the crystal structure
(red). The Si, Sm, and So regions are highlighted for UT-B, as well as
the NPA motif and the ar/R region for AQP1. The peaks were
removed for clarity.
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was not to exactly match the theoretical frameworks of MD and
3D-RISM, for instance by applying mathematically identical
Hamiltonians during all calculations. Instead, we mainly
compared MD and 3D-RISM using setups as they are typically
used by the communities, which, we believe, is a useful
approach in the search for efficient computational methods.
However, we also stress that we took extensive efforts to
exclude that the main findings of this study depend on such
common differences between MD and 3D-RISM, involving
protein fluctuations, the definition of the reaction coordinate,
and details of the force field. We found that these differences do
not affect the main conclusions of this work.
For water as permeating solute, we found reasonable

agreement between MD simulations and 3D-RISM. This
agreement complements several successful applications of 3D-
RISM for accurate calculations of water densities in biological
systems.28,36−38,110 Notably, MD-based permeability calcula-
tions for aquaporins found reasonable agreement with
experimental data in previous studies, suggesting that the 3D-
RISM water density likewise resembles the experimental
conditions in such channels (ref 111 and references therein).
The small deviations between MD and 3D-RISM could be
partly attributed to the lack of protein fluctuations, when the
3D-RISM calculations were based on the crystal structure only.
Remaining differences between the water PMFs may be
explained by the slightly different water models used for MD
and 3D-RISM,44 sampling limitations in the MD simulations, as

well as by the orientational averaging underlying the RISM
approach.
For nonwater solutes, however, we observed large discrep-

ancies between the PMFs from MD and 3D-RISM. The PMFs
from MD strongly depend on the polarity, size, and shape of
the solute, reflecting modulations in protein-solute interactions,
hydrophobic effects, as well as competition between the solute
with the abundant water for forming contacts with the protein.
In particular, in apolar regions of the channel, the PMFs are
lower for solutes that form partly apolar contacts with the
protein (O2, methanol, and urea), thereby replacing unfavor-
able water−protein contacts. The PMFs from MD reasonably
agree with results from previous MD studies.57,59−61,112 In
contrast to the PMFs from MD simulations, the PMFs
calculated with 3D-RISM appear too similar in major parts of
the channel. In both channels, the variations in the PMFs
between different solutes seem to reflect mainly the size of the
solute, but 3D-RISM seems to miss modulations due to
different polarities of the solutes. These findings may be
explained by previous observations that 3D-RISM faces
limitations at hydrophobic surfaces43 and, possibly, due to the
lack of orientation correlations.44

The lack of urea binding sites in the PMFs calculated with
3D-RISM across UT-B (Figure 3C, green curve, and Figure
5A,B) deserves more explanation. As shown in Figure 7A,B the
binding site in the So region is optimized for the asymmetric
urea molecule. Here, urea may act as a hydrogen bond acceptor
to T334 and as a hydrogen bond donor to the backbone oxygen
atoms of I228 and Q227 (Figure 7A). In addition, the two
planar and less polar surfaces of urea may form favorable
contacts with the hydrophobic residues F283, L123, L127, and
L287 (Figure 7B). Hence, by the combination of polar and
apolar interactions, urea is locked into a well-defined
orientation and energetically stabilized, leading to the
pronounced minimum of approximately −5 kJ mol−1 in the
PMF (Figure 3A, green curve). In contrast, the density of the
urea carbon taken from 3D-RISM does not exhibit any binding
site, but instead shows even reduced density (Figure 7C).
These findings may indicate that the loss of information due to
the orientational average of solvent molecules, as conducted by
DRISM,25,44,68 could affect the final 3D density distribution of
solvent molecules inside a protein channel, where the
orientation of the solvent molecule plays an important role in
forming favorable solvent−protein contacts.
The PMFs from MD simulations and 3D-RISM presented

here correspond to, strictly speaking, different reaction
coordinates and solute concentrations. In addition, the 3D-
RISM results could in principle depend on the applied closure
relation and additional parameters. Moreover, 3D-RISM
calculations require nonzero LJ interactions to ensure
convergence, whereas many force fields for MD simulation
do not apply LJ interactions to hydrogen atoms. We therefore
tested carefully whether any of these factors could account for
the large discrepancies between the MD-based and 3D-RISM-
based PMFs for nonwater solutes (Figure 3), as follows:

• RISM Parameters. We tested the influence of the water
model, grid spacing, and tolerances used during RISM
calculations. Changing these parameters had only small
effects on the PMFs presented here. However, we
recommend to carefully test the effect of the grid spacing,
which had a minor influence on the PMFs in some test
calculations (Figures S2).

Figure 6. Water, NH3, urea, O2, and methanol PMFs ΔG(z)
calculated with 3D-RISM across UT-B channel (left) and AQP1
(right) using the KH closure and the chained PSE-1, PSE-2 and PSE-3
closures. The Si, Sm, and So regions are highlighted for UT-B, as well as
the NPA motif and the ar/R region for AQP1. For most PMFs, we
find that the closure relation has only a small effect on the PMFs.
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• Solute Concentration. The MD-based PMFs represent
the permeation of a single solute, whereas the 3D-RISM
calculations yield densities at a given finite concentration
of the permeating solute. Hence, we carried out RISM
calculation at various concentrations of the nonwater
permeating solute. Varying the concentration had only a
marginal effect on the PMFs, suggesting that the different
concentrations in MD simulations and 3D-RISM
calculations (single-solute vs specific concentration,
respectively) does not account for the observed
discrepancies (Figure 3).

• Reaction Coordinate. In this study, the reaction
coordinate used for most MD-based PMFs was defined
via the center of mass of the permeating solute, as used in
many previous MD studies, whereas the PMFs from 3D-
RISM were computed from the density of one specific
atom of the permeating solute. In other words, the
definition of the reaction coordinate slightly differs
between the MD-based and 3D-RISM-based PMFs.
However, since the maximum distance between the
solute’s center of mass and the solvent site used to
compute the 3D-RISM PMFs was only 0.73 Å, a larger
artifact on the PMF seems unlikely. To further exclude
that the slightly different reaction coordinates account for
the observed discrepancies (Figure 3), we recomputed
the PMF for urea permeation across UT-B using the
position of the urea carbon atom as reaction coordinate
instead of the urea center of mass (Figure S3). As
expected, the PMF hardly depends on the details of the
reaction coordinate (center of mass vs carbon position).
In addition, we recomputed the 3D-RISM PMFs from

the density of different atomic sites (Figure 8). We found
that the 3D-RISM PMFs strongly depend on the solvent
site purely for urea and methanol at the narrow ar/R
region of aquaporin, where 3D-RISM predicts a tiny
solvent density (Figure 8G,H, z ≈ 0.75 nm). Here,
purely for steric reasons, atoms near the molecule’s rim
may penetrate the constriction site more easily as
compared to atoms near the center of the molecule
leading to a reduced peak hight. In contrast, all PMFs
along the UT-B pore and PMFs for aquaporin outside
the ar/R region hardly depend on the solvent site used to
compute the PMF. For instance, none of the 3D-RISM-
based urea PMFs exhibit a binding site in UT-B,
irrespective of the atomic site (Figure 8C). These
analyses demonstrate that the large discrepancies
between the MD-based PMFs and the 3D-RISM-based
PMFs are not due to slightly different reaction
coordinates, but instead due to differences in the spatial
distribution of the entire permeating solute.

• Closure Relation. We used the hypernetted-chain
equation (HNC) and the partial series expansion of
order-n (PSEn) closure relations instead of the KH
closure relation to converge the DRISM and 3D-RISM
solutions. However, RISM calculations with HNC and
PSEn suffered from poorer convergence,68,113 forcing us
to increase the tolerance setting to achieve convergence
in some cases (Tables S1 and S2). If the calculations
converged, the results were similar to calculations with
the KH closure in many cases (Figures 6 and S1). A
notable exception are the PMFs for ammonia and water
for AQP1, which exhibit a spuriously high peak at the ar/

Figure 7. Urea binding site in UT-B So region. The protein is visualized in pink/white cartoon representation (A, B, F) or as surface (C, D). Urea is
shown as spheres, and some side chains as ball-and-stick. The color coding for the atoms is as follows: carbon (turquoise), oxygen (red), nitrogen
(blue), and hydrogen (white). The snapshots where taken from US MD simulations. (A, C) Hydrogen bonds formed between the urea oxygen and
T334 hydrogen, as well as between a urea hydrogen and I228 oxygen are depicted as black dashed lines. (B, D) 90 deg rotation of part A, illustrating
favorable apolar contacts between urea and apolar residues F283, L287, L123, and L127. (E) 3D density of the urea carbon from 3D-RISM. The
green isosurface indicates g(r) > 2.
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R region, suggesting that the 3D-RISM with chained
PSE1/PSE2/PSE3 closures underestimate the ammonia
and water densities at the ar/R site. Hence, the PSE
closures do not provide an advantage over the KH
closure for the systems considered here, either due to
poorer convergence properties or due to problems in the
narrow ar/R site of AQP1.

• LJ Parameters on Hydrogen Atoms. We recomputed
the PMF for urea across UT-B using a urea topology
with nonzero LJ interactions on the hydrogen atoms, as
also used during 3D-RISM calculations. However, LJ
interactions on the hydrogen atoms had only a small
effect on the PMFs (Figure S3). Hence LJ interactions of
the hydrogen atoms (typically absent during MD,
present during RISM) do not account for the different
urea PMFs from MD and 3D-RISM.

Taken together, none of these parameters may explain the
discrepancies between the MD-based and the RISM-based
PMFs for nonwater solutes.
Furthermore, we investigated the possibility of computing

the PMFs for the permeation of nonwater molecules based on
hydration free energy predictions by 3D-RISM. Accordingly, we
defined the protein and the permeating molecule as the 3D-
RISM solute and purely water as the 3D-RISM solvent. Next,
we computed the hydration free energy ΔGhyd of the 3D-RISM
solute (protein plus permeating molecule) as a function of

solute position along the channel, and we averaged the
calculation over many conformations of the permeating
molecule. However, the calculated PMF converged poorly
because the ΔGhyd values heavily fluctuated as a function of
solute position and orientation, even if the protein coordinates
were frozen. Hence, PMF calculations based on hydration free
energy calculations do not provide a useful alternative to
calculations with solvent mixtures.
The 3D-RISM PMFs reported here for AQP1 strongly differ

from the profiles reported by Phongphanphanee et al.,41 which
requires some explanation. For instance, our water PMFs
exhibit barriers of at least 10 kJ mol−1, whereas the water
profiles reported by Phongphanphanee et al. are essentially flat.
As discussed previously,53 the barriers of 10 to 12 kJ mol−1 do
not imply an empty channel, but merely reflect the entropic
penalty due to the narrowing of the channel as compared to
bulk water. As shown above, our PMFs imply that AQP1 and
UT-B are filled by water (Table 1). The profiles reported by
Phongphanphanee et al. are flat because the authors divided the
1D-density by the cross section area of the pore (eq 4 in ref 40)
before translating the 1D-density into a PMF. Hence, the 1D-
density does not correspond to the density of states of the
solute along the reaction coordinate z, but instead to the solute
density only inside the pore. Consequently, the profiles reported
by Phongphanphanee et al. are not PMFs and cannot be
compared to the PMFs reported here. However, we speculate
that the profiles in ref 41 would resemble the PMFs presented
here if they are corrected by the entropic cost due to narrowing
of the pore ΔSpore(z) = kB ln(Apore(z)/Amono), where Apore(z)
denotes the cross section area of the pore.

■ CONCLUSIONS

3D-RISM allows computationally highly efficient calculations of
PMFs for water permeation across membrane channels at
reasonable accuracy. In the case of UT-B, the water density
inside the narrowest channel lumen predicted by 3D-RISM was
∼50% lower as compared to the water density suggested by
MD simulations, corresponding to differences of ∼2 kJ mol−1 in
the PMFs. For AQP1, we found nearly quantitative agreement
between 3D-RISM and MD simulations. Hence, the computa-
tionally cheap 3D-RISM method provides an attractive
alternative to MD simulation for such applications. However,
for PMFs of nonwater permeation, which require the treatment
of solvent mixtures, we found large discrepancies between 3D-
RISM and MD, even if the structural fluctuations of the protein
were taken into account during 3D-RISM calculations. We
speculated that these discrepancies might reflect (i) inaccurate
treatment of hydrophobic effects in 3D-RISM and (ii)
limitations due to the orientational averages inherent to current
RISM methods. We hope that our study provides a starting
point for future developments of RISM-based methods.

■ APPENDIX: ENTROPY IN A FLAT-BOTTOMED
CYLINDRICAL POTENTIAL

During US simulations, the solutes were restrained to a cylinder
by a cylindrical flat-bottomed potential Vcyl(r) = kc(r − rc)

2/2·
H(r − rc) (see Computational Details). The cross section area
of the cylinder defines the area in which the solutes may
laterally diffuse when the solute is in the bulk, far away from the
channel. Hence, the PMF corresponds to a density of channels
of one channel per cross section area Acyl of the cylinder.
Alternatively, the cylinder area may be considered as the bulk

Figure 8. Water, NH3, urea, and methanol PMFs ΔG(z) calculated
with 3D-RISM across UT-B channel (left) and AQP1 (right) based on
the density of different solute atomic sites, as encoded by the line color
(see legend: C, carbon atom; H, hydrogen; O, oxygen; N, nitrogen).
Varying the solvent site has only a small effect on the overall PMFs. An
exception is observed at the high peak at the ar/R site of AQP1 for
urea and methanol (G, H). Here, atoms near the molecule’s rim may
penetrate the constriction site more easily as compared to atoms near
the center of the molecule, leading to a different peak shapes.
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reference area of the PMF. To translate the PMF to a new
reference area Aref (corresponding to a new density of channels
1/Aref), the PMF must be corrected for the change in entropy
of the bulk upon changing the reference area from Acyl to Aref.
That change of entropy is given by ΔS = kB ln(Aref/Acyl). For a
hard-core cylinder, the cylinder area would be simply Acyl

hc = πrc
2.

For a “soft” cylinder, in contrast, the entropy of the solute
density defined by the flat-bottomed potential must be
computed. The solute density is
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Here, σc = (kBT/kc)
1/2 is the width of the Gaussian-shaped

decay of the density in the quadratic region of the flat-
bottomed potential. The normalization constant is
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such that ρcyl(r) is normalized, ∫ 0
∞ 2πr ρcyl(r) dr = 1. The

Shannon entropy of the distribution is
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The Shannon entropy of a uniform distribution over the new
reference area is Sref = kB ln Aref. Hence, the required correction
in the bulk free energy is given by

Δ = − −G T S S( )bulk ref cyl (12)

where T is the temperature. Because the free energy of the bulk
state is often defined to zero, it is convenient to correct the
region of the PMF corresponding to the inside of the channel
by − ΔGbulk instead of correcting the bulk region by ΔGbulk.
As a numerical example, take rc = 0.7 nm, kc = 500 kJ

mol−1nm−2, T = 300 K, and Aref = 10.3 nm2, corresponding to
the cross section area of an aquaporin monomer.52 Then, we
get ΔGbulk = 3.851 kJ/mol. Notably, approximating the cylinder
area as Acyl = π (rc+ 2σc)

2 yields a correction of 3.824 kJ mol−1,
in good agreement with the analytic result, as suggested
previously.21 In contrast, neglecting the density outside of the
flat region of the flat-bottomed potential (Acyl = πrc

2) would
lead to an inaccurate correction of 4.74 kJ/mol.
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