Validating Solution Ensembles from Molecular Dynamics Simulation by Wide-Angle X-ray Scattering Data

Po-chia Chen\textsuperscript{1} and Jochen S. Hub\textsuperscript{1,*}
\textsuperscript{1}Institute for Microbiology and Genetics, Georg-August-University Göttingen, Göttingen, Germany

ABSTRACT Wide-angle x-ray scattering (WAXS) experiments of biomolecules in solution have become increasingly popular because of technical advances in light sources and detectors. However, the structural interpretation of WAXS profiles is problematic, partly because accurate calculations of WAXS profiles from structural models have remained challenging. In this work, we present the calculation of WAXS profiles from explicit-solvent molecular dynamics (MD) simulations of five different proteins. Using only a single fitting parameter that accounts for experimental uncertainties because of the buffer subtraction and dark currents, we find excellent agreement to experimental profiles both at small and wide angles. Because explicit solvation eliminates free parameters associated with the solvation layer or the excluded solvent, which would require fitting to experimental data, we minimize the risk of overfitting. We further find that the influence from water models and protein force fields on calculated profiles are insignificant up to $q = 15 \text{ nm}^{-1}$. Using a series of simulations that allow increasing flexibility of the proteins, we show that incorporating thermal fluctuations into the calculations significantly improves agreement with experimental data, demonstrating the importance of protein dynamics in the interpretation of WAXS profiles. In addition, free MD simulations up to one microsecond suggest that the calculated profiles are highly sensitive with respect to minor conformational rearrangements of proteins, such as an increased flexibility of a loop or an increase of the radius of gyration by $< 1\%$. The present study suggests that quantitative comparison between MD simulations and experimental WAXS profiles emerges as an accurate tool to validate solution ensembles of biomolecules.

INTRODUCTION

Small- and wide-angle x-ray scattering (SAXS/WAXS) are well-established experimental techniques to gain structural information on biomolecules in solution (1). Classical SAXS experiments have been restricted to a momentum transfer up to $3 \text{ nm}^{-1}$, detecting structural correlations up to a resolution of $\sim 2 \text{ nm}$. Such SAXS curves are routinely applied to extract information on the radius of gyration, aggregation, and, they are used construct a low-resolution envelope of the solute (2). However, thanks to third-generation light sources and high-precision detectors, the interest in the wide-angle regime has significantly increased during recent years (3). For instance, WAXS has been used to probe the fold of proteins (4), to detect ligand binding (5), and to characterize the heterogeneous ensembles of both peptides and proteins (6,7). In addition, time-resolved WAXS has been used to detect conformational transitions of proteins triggered by photodissociation or photon-induced isomerization of a dye (8–12).

A general method to structurally interpret WAXS data is, however, still missing. Formulating such an approach requires accurate calculations of SAXS/WAXS patterns from structural models, which is nontrivial for two reasons related to solvent contribution. First, the solvent within the solvation shell around biomolecules has internal structure, and its density is different than in bulk water (13). This phenomenon manifests in SAXS as a different radius of gyration of the solute relative to vacuum (14). Second, because SAXS/WAXS is a contrast method, the scattering intensity of the displaced solvent must be subtracted from the scattering intensity of the solute. Apart from complications because of solvent contributions, the role of protein dynamics and thermal fluctuations in wide-angle scattering remains poorly understood.

Hence, significant effort has been invested over recent years with the aim to compute accurate SAXS/WAXS patterns from molecular structures. Established protocols mainly differ in the modeling of the solvent, and most protocols model the solvent as a continuous electron density. Such implicit solvent models describe the solvation layer by a homogeneous excess electron density $\delta \rho_s$, which is typically 10% to 15% of the bulk water density (15,16), or by modifying the atomic form factors of solvent-exposed atoms (17). An alternative approach to incorporate some internal structure of the solvation layer involves computing the electron density on a grid using the Poisson-Boltzmann-Langevin formalism (18). In contrast, the scattering from the displaced solvent can be incorporated by reducing the atomic form factors of the solute according to the volume that is displaced by the respective atom (19). These
methods have been included into popular software packages and web servers.

Implicit solvent methods share a common feature: the procedure requires defining two or three free parameters, i.e.: 1), the excess density of the solvation shell, 2), a free parameter for the overall excluded volume, and optionally 3), a scaling parameter for the radii of the atomic groups. Because these parameters are not easily measurable and may differ between solutes, they are typically adjusted by fitting the calculated to the experimental spectrum. This procedure increases the risk of overfitting (20). Consequently, although SAXS curves from implicit solvent methods clearly distinguish between different protein shapes, they may be insufficient to detect smaller conformational changes because alterations in the profiles might be absorbed by the fitting parameters. Grishaev and coworkers have thus employed an explicit solvent box to model both the excluded solvent and the solvation shell, and they suggested to fit two parameters that represent experimental uncertainties, rather than uncertainties in the excluded solvent (20). Because the water in the solvation layer has bulk structure and does not bind on the solute surface, that procedure also requires fitting of the excess density \( \delta \rho_s \).

Compared with implicit water models and the protocol of Grishaev et al., molecular dynamics (MD) simulations provide a more accurate model of solvation at the price of a higher computational cost. Explicit-solvent MD simulations should, in principle, yield a realistic solvent distribution 1), on the surface of the solute and 2), for the excluded solvent, thereby avoiding unknown fitting parameters and reducing the risk of overfitting. In addition, explicit solvent models were found to be a requirement for the calculation of wide-angle scattering patterns (21). Published methods to compute SAXS/WAXS curves from MD simulations differ in the treatment of the excluded solvent as well as in the evaluation of the spherical averages. Pioneering studies by Merzel and Smith as well as the work by Oroguchi et al. used a multipole expansion to compute SAXS profiles from MD simulations, which is particularly suitable in the small-angle regime (13,22,23). The excluded solvent term was, likewise to implicit solvent methods, either absorbed into the atomic form factors of the solute atoms (13,22) or computed from a pure-buffer simulation (23). Park et al. also employed a pure-water simulation for the excluded solvent, but they computed the spherical average numerically (24). Because these authors constructed the solvation shell and the excluded solvent by a cutoff distance from the protein, the average over the solvent had to be conducted at frozen protein coordinates. More recently, Köfinger and Hummer computed WAXS profiles via pair-distance distribution functions, to detect the maximal available information in WAXS curves (25). To reduce the computational cost, SAXS curves were also derived from coarse-grained simulations (26), with a focus on the interpretation of SAXS profiles of heterogeneous protein ensembles (27,28).

In this paper, we build on the methodology of Park et al. (24), with the aim to calculate SAXS/WAXS profiles from unrestrained MD simulations. The explicit-solvent formulation eliminates free parameters associated with the solvation layer and the excluded solvent, thereby minimizing the risk of overfitting. The solvation layer is not defined by a cutoff distance from the protein, but instead we introduce a shaped envelope that encloses all conformational states of the protein, as well as the solvation layer. Thus, the envelope allows for the calculation of profiles from heterogeneous ensembles, while at the same time reducing computational cost and statistical noise. In addition, as we will show, the envelope facilitates a systematic analysis of the structure of the solvation layers and their influence on SAXS intensities. We demonstrate the methodology by computing SAXS/WAXS profiles of five different proteins, with a focus on the importance of atomic fluctuations in SAXS profiles. In this study we focus on solution x-ray scattering, but the protocol is equally applicable to small-angle neutron scattering.

**MATERIALS AND METHODS**

**Theory**

**Scattering intensity**

SAXS/WAXS experiments are sensitive to the contrast of the solute with respect to the pure solvent. Accordingly, two scattering intensities are typically measured, that is, the intensity of the solute \( I_A(q) \), and the intensity of the pure solvent \( I_B(q) \). The excess scattering intensity, which is the central quantity of the present study, is given as follows:

\[
I(q) = I_A(q) - I_B(q) 
\]

Following an alternative convention, the buffer intensity may be reduced according the volume fraction \( v \) taken by the scattering solute, that is, \( I(q) = I_A(q) - (1-v)I_B(q) \). This work follows Eq. 1 if not otherwise stated. Below, however, we illustrate the difference between the two subtraction schemes for the wide-angle regime where the water scattering becomes dominant. For the convenience of the reader, we sketch the calculation of \( I(q) \) from MD trajectories, following the nomenclature of Park et al. (24). The following derivation thus resembles the careful evaluation in that previous study (24).

We consider the low-dilution limit, allowing us to neglect correlations between different solute molecules. The scattering experiment is thus modeled by a single solute in a macroscopic water droplet, referred to as system A. The pure-solvent system is referred to as system B. The respective scattering intensities of the A and B systems are given as follows:

\[
I_A(q) = \langle |\hat{A}(q)|^2 \rangle \quad \text{and} \quad (2)
\]

\[
I_B(q) = \langle |\hat{B}(q)|^2 \rangle , \quad (3)
\]

where \( \langle \cdots \rangle \) denotes the ensemble average over all solute and solvent degrees of freedom. \( \hat{A}(q) \) and \( \hat{B}(q) \) are the Fourier transforms of the instantaneous electron densities \( A(r) \) and \( B(r) \), respectively.

The ensemble average \( \langle \cdots \rangle \) involves the averages over rotations of the solute, as well considerable fluctuations of the protein and the solvent.
Note that translations can be ignored because the intensities are invariant under translations. Thus, the ensemble average \((\cdots)\) can be evaluated as follows:

\[
(\cdots) = \left\langle \left\langle (\cdots) \right\rangle_{\Omega} \right\rangle,
\]

where \(\langle \cdots \rangle_{\Omega}\) denotes the average over orientations of the solute, and \(\langle \cdots \rangle_{\Omega}\) is the average over solute and solvent fluctuations at a fixed orientation \(\omega\) of the solute. Then, the excess intensity can be written as follows:

\[
I(q) = \langle D(q) \rangle_{\Omega},
\]

\[
D(q) := \left\langle \left\langle |\hat{A}(q)|^2 \right\rangle_{\Omega} - \left\langle |\hat{B}(q)|^2 \right\rangle_{\Omega} \right\rangle
\]

**Averages inside of a spatial envelope**

To compute \(D(q)\) from an MD simulation, we construct a spatial envelope around the solute. A typical envelope is visualized in Fig. 1. The envelope must fulfill two requirements: 1), the envelope remains constant while evaluating the averages \(\langle \cdots \rangle_{\Omega}\), and 2), the distance \(d\) of the envelope surface from the solute atoms must be sufficiently large to ensure that correlations between water molecules inside and outside of the envelope are attributable to bulk solvent particles (25). In the case that the solute carries out a larger conformational transition, the envelope must enclose all conformational states of the solute with sufficient distance.

The envelope allows one to divide the instantaneous electron densities as follows:

\[
A(r) = A_i(r) + A_o(r),
\]

\[
B(r) = B_i(r) + B_o(r),
\]

where the subscript \(i\) and \(o\) indicate electron density inside and outside of the envelope, respectively. To evaluate \(D(q)\), the following three assumptions are applied (24): 1), The average electron densities outside of the envelope are equal, \(\langle A_i(r) \rangle = \langle B_o(r) \rangle\). 2), Because the average electron density of the pure-solvent system, \(\langle B(r) \rangle\), is homogeneous, \(\langle B(q) \rangle\) deviates from zero only at macroscopic length scales \(1/|q|\) that are not measured by the scattering experiment, allowing one to use \(\langle B_j(q) \rangle = -\langle B_i(q) \rangle\). 3), Density correlations between the inside and outside of the envelope \(\langle A_i(r)A_o(r') \rangle\) are only relevant in the vicinity of the envelope surface. Moreover, because the solvent is bulk-like at surface, such correlations are identical in the A and in the B system, allowing one to simplify it as follows:

\[
\langle A_i(r)A_o(r') \rangle - \langle B_i(r)B_o(r') \rangle = \langle A_i(r) \rangle \langle A_o(r') \rangle - \langle B_i(r) \rangle \langle B_o(r') \rangle
\]

Using the above-mentioned equations, and evaluating the respective Fourier transforms yields the following:

\[
D(q) = \left\langle \left\langle |\hat{A}(q)|^2 \right\rangle_{\Omega} - \left\langle |\hat{B}(q)|^2 \right\rangle_{\Omega} \right\rangle + 2 \text{Re} \left[ -\left\langle \hat{B}^*_i(q) \right\rangle_{\Omega} \left\langle \hat{A}(q) - \hat{B}(q) \right\rangle_{\Omega} \right],
\]

where the asterisk denotes the complex conjugate. The first and second term in Eq. 10 are the scattering intensities from the atoms inside of the envelope of the A and B systems, respectively. The third term represents the correlation between 1), the bulk water outside of the envelope, and 2), the density contrast between the A and B systems inside the envelope. Because Eq. 10 involves only densities inside of the envelope, it can be computed from an MD simulation of a protein in a finite simulation box. We note that Eq. 10 is equivalent to \(D(q) = |\hat{A}(q) - \hat{B}(q)|^2 + |\langle \hat{A}(q) \rangle - \langle \hat{B}(q) \rangle|^2 - |\langle \hat{B}(q) \rangle|^2\), which takes the form of Eq. 26 from Park et al. (24). However, in Park et al. (24) the average over the solvent was conducted at frozen protein coordinates, whereas Eq. 10 involves the average over both solvent and solute degrees of freedom.
Computational details

Atomic form factors

Given the coordinates of atoms within the envelope, the scattering amplitude for an individual simulation frame is written as follows:

$$A_j(q) = \sum_{k=1}^{N_j} f_j(q) e^{-i \mathbf{q} \cdot \mathbf{r}_k},$$

(11)

where $N_j$ is the number of atoms within the envelope, $f_j(q)$ are the atomic form factors, and $\mathbf{r}_k$ is the coordinate of atom $j$. The analogous relation is applied to compute $B_j(q)$. The form factors are well approximated as follows:

$$f_j(q) = \sum_{k=1}^{4} a_k e^{-b_k(q/4\pi)^2} + c,$$

(12)

where $a_k, b_k, c$ are the Cromer-Mann parameters (29), which are published in the tables in (30). To account for electron-withdrawing effects in water molecules, we applied the correction proposed by Sorenson et al. (31) to the form factors, $f'(q) = f(q)(1 + a \exp(-q^2/2\delta^2))$, with the parameters $\delta = 2.2 \times 10^{-1}$, $a(O) = 0.12$, and $a(H) = -0.48$.

Spherical average

The spherical average $I(q)$ was computed numerically. For each absolute value of the scattering angle $q$, a set of vectors $\mathbf{q}_j (j = 1, \ldots, J)$ was distributed homogeneously on the surface of a sphere with radius $q$. Here, we generated the vectors $\mathbf{q}_j$ using the spherical method, as done previously (24). For simplicity, we used a constant value of $J = 1000$ in this study, unless otherwise noted. As we will discuss, the best computational efficiency is achieved if $J$ is chosen as a function of $q$.

Construction and use of the envelope

Various polygon mesh approaches can be employed to represent the envelope surface. In this work, we constructed the envelope from an icosphere, which was built from a regular icosahedron by recursively subdividing its triangular faces into four triangles. Upon each recursion, new vertices were projected in radial direction onto the unit sphere. After $M$ recursions, an icosphere with $20 \times 4^M$ triangular faces is obtained. For the present purpose, we found $M = 4$ to be sufficient. Subsequently, the icosphere is centered at the center of mass of the solute, and the vertices of the envelopes are moved in radial direction until each vertex has a distance of at least $d$ from all solute atoms. If the envelope is constructed from multiple simulation frames, the solute is first superimposed onto a reference structure by a translational shift.

Solvent density correction

The excess intensity $I(q)$ at small scattering angles is very sensitive to the density of the applied water model. However, some popular water models such as TIP3P (32) or SPC (33) reproduce the experimental water density only approximately. In addition, some water models were originally parameterized for the use with Coulomb cutoffs, whereas Ewald summation methods have become the de facto standard in MD simulations. Consequently, the water density may be affected (34-35). Moreover, because of finite-size effects, water density and correlations may slightly differ between the pure-solvent simulation and a protein simulation, which may prevent $I(q)$ from converging with increasing thickness $d$. Therefore, Köfinger and Hummer scaled the solvent density and radial distribution functions to match the solvent properties between solute and pure-solvent simulations (25). In a related approach, Oroguchi and Ikeguchi modified the solvent density to account for different ion concentrations (36).

In this study, we applied a density correction $\delta \rho_{A,B} = \rho_{exp} - \rho_{bulk}$ to the solvent of the A and B systems, respectively, where $\rho_{exp}$ and $\rho_{bulk}$ denote the experimental density (334 e nm$^{-3}$) and the bulk density (outside of the envelope). For the B system, this corresponds to a correction of the amplitude $\delta f_j(q) = F[\delta \rho_j \Theta_j(q)]$. Here, $F$ denotes the Fourier transform and $\Theta_j(q)$ is an indicator function that takes unity inside and zero outside of the envelope. In the A system, the density correction was only applied to the solvent shell, that is, $\delta A_j(q) = F[\delta \rho_j \Theta_j(q) \rho_j(q)/\rho_{bulk}]$, where $\rho_j(q)$ denotes the solvent density in the envelope. The Fourier transform was numerically evaluated using $10^3 \times N_{envelope}$ volume bins, where $N_{envelope}$ is the number of faces of the envelope (5120 in this study). The effect of the correction is presented in the Results section.

Computational cost and convergence

Most of the computational effort is spent for the calculation of the scattering amplitudes $A(q)$ and $B(q)$ (Eq. 11), requiring $N_s = \sum_n (N_A + N_B) N_3^{11/3}$ sine and cosine evaluations for each simulation frame. Here, $N_A$ and $N_B$ are the number of solute atoms within the envelope of the solute and pure-solvent system, respectively; and $N_3$ is the number of absolute $q$ values. The parameter $J$ determines the number of $q$-vectors for each absolute scattering vector $q$, to take the spherical average (see previous explanation). Following Gomerov et al. (37), that parameter should be taken as $J = a(Dq)^2$, where $D$ is the maximum diameter of the envelope, and $a$ is a constant that determines the accuracy of the numerical average. As shown in Fig. S8 A, we determined a possible choice for $a$ by evaluating the convergence of the WAXS curves with increasing $J$, and found that $a = 0.05$ yields the spherical average within an accuracy of 2%. To estimate the minimum required computational cost to compute the information contained in a WAXS curve, let $N_s = q_{max} N_3 / \pi$ according to the number of Shannon channels (1,38), which yields $N_s = (a/3\pi) (N_A + N_B) q_{max} N_3^{11/3}$. Here, we approximated $\sum_j N_j \approx N_s$. For spherical solutes, the required number of sin/cos evaluations can be rewritten as $N_{sph} = (4a/\pi) N_3^{11/3}$, where we simplified $N \approx N_s \approx N_s$, and where $\rho_s$ is the particle number density (approximately 100 nm$^{-3}$ for biomolecular systems). Hence, the cost per frame scales quadratically with the particle number in the envelope, yet with a very small prefactor.

The number of simulation frames $N_{simulation}$ that is required to compute a converged WAXS curve was estimated using solutes that cover a wide range of sizes: GB3, ubiquitin, lysozyme, glucose isomerase, and the ribosome (Fig. S8 B and C). The analysis suggests that $N_{simulation}$ rapidly decays with the particle number $N$. Therefore, the cost $N_s N_{simulation}$ for the calculation of a converged WAXS curve scales significantly better than $N^2$.

As a numerical example, the average over 1000 frames of a lysozyme simulation requires $\sim 2 \times 10^2$ sin/cos evaluations ($N_s = N_s \approx 10^4$, $N_s = 100$, constant $J = 10^4$). That calculation required $\sim 12$ min on an 16-core server node with Intel Xeon E5-2670 (2.6GHz; Santa Clara, CA) processors, which was possible by employing efficient single instruction/multiple data (SIMD) instructions such as streaming SIMD extensions or advanced vector extensions for simultaneous sine/cosine evaluations, as implemented in GROMACS (39). We note, however, that reasonable convergence can be achieved by an average over 100 simulation frames, thus allowing intensity calculations on a modern desktop computer in several minutes. The calculations presented here were implemented into a modified version of the GROMACS simulation software, version 4.62 (39).

Molecular dynamics simulations

The initial structures for lysozyme, ubiquitin, GB3, cytochrome C, and glucose isomerase were taken from the Protein Data Bank (PDB, codes 193L, 1D3Z, 1IGD, 1CRC, and 1MNZ, respectively (40-45)). The four
The density profiles (Fig. 3B) were computed using a series of calculations with increasing distance \( d \) of the envelope from the solute. The density was subsequently computed from the differences between those calculations in the average number of electrons inside the envelope.

RESULTS AND DISCUSSION

Calculated versus experimental profiles

Fig. 2 A presents WAXS profiles from simulations of glucose isomerase, hen egg-white lysozyme, cytochrome C, ubiquitin, and of the B3 domain of protein G (GB3). Molecular representations of the proteins are shown in Fig. 2, B–F. The profiles were computed from an average over 1000 frames taken from 10-ns simulations with position restraint potentials on the backbone atoms \( k = 2000 \text{ kJ mol}^{-1}\text{nm}^{-2} \), using the CHARMM22* and the TIP3P water model. The envelope was constructed as a distance of \( d = 8\text{Å} \) from the protein atoms. The role of \( d \) is analyzed below in more detail.

To validate the calculations, we fitted experimental profiles to the calculated profiles by minimizing as follows:

\[
\chi^2 = N_q^{-1} \sum_{i=1}^{N_q} \left[ \log I_i(q_i) - \log(fI_{exp}(q_i) + c) \right]^2, \tag{13}
\]

where \( N_q \) denotes the number of \( q \) points (typically 100), \( I_c \) and \( I_{exp} \) are the calculated and the experimental intensities, respectively, and \( \log \) is the natural logarithm. Here, we decided to fit the experimental rather than the calculated profiles, because the latter do not contain any free parameters. In addition, we carried out a nonweighted fit on a logarithmic intensity scale to equally account for both the small and the wide-angle regimes. Hence, besides the overall scaling parameter \( f \), only a single parameter \( c \) was fitted, which aims to account for experimental uncertainties from the buffer subtraction and, optionally, from residual dark currents. Experimental SAXS/WAXS profiles were taken from earlier studies (20,59). The fitted experimental profiles are shown in gray in Fig. 2 A, demonstrating excellent agreement both at small and at wide angles.

Previous studies typically used the experimental statistical errors as inverse fitting weights, putting very strong weights to small angles. To facilitate the comparison with previous studies, Fig. S1 presents results from a weighted fitting procedure, again demonstrating very good agreement over the entire \( q \)-range. To illustrate the effect of the fitting parameter \( c \) (Eq. 13), we further restricted the fit to the \( q<2 \text{ nm}^{-1} \) range using only the overall scale \( f \), while setting the parameter \( c \) to zero (Fig. S2). Here, experimental curves are systematically above the calculated curves at high angles, suggesting that, indeed, either a systematic error in the buffer subtraction or residual dark currents may have contributed to deviations between simulation and experiment.

---
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Analysis of the solvation layer

The distance of the envelope $d$ from the solute atoms must be sufficiently large to ensure bulk-like water at the envelope surface. If $d$ is chosen too small, density modulations due to the first and second solvation layer may systematically bias the calculated profiles. On the other hand, an unnecessarily large $d$ adds noise to the profiles, because the intensities of the solute system (including its solvation layer) and of the excluded solvent rapidly increase with $d$, whereas the excess intensity $I(q)$ should converge with increasing $d$.

Here, simulations were carried out using TIP4P-Ew water and applying position restraints on all heavy atoms to minimize contributions from protein fluctuations. To find the optimal choice for $d$, we extracted the radius of gyration $R_g$ and the intensity at zero angle $I(q=0)$ from the Guinier fit, $\log[I(q)/I(q=0)]= -q^2R_g^2/3$, which is valid up to $qR_g<1.3$ for globular proteins (1). Typical Guinier fits are shown in Fig. 3 A. Fig. 3, C and D presents $R_g$ and $I(q=0)$ versus $d$, visualizing the effects of the first and second solvation layer on the SAXS profiles. The influence of $d$ on the intensity at wide angles is shown in Fig. S3.

As expected, the effects of the solvation layer on $R_g$ and $I(q=0)$ are more pronounced for small proteins such as GB3, ubiquitin, and cytochrome C (Fig. 3, green, blue, red). This demonstrates the importance of accurately modeling the density of the solvation layer for these cases. For instance, a distance of only 3 Å includes the first solvation layer, but it would miss the reduced density just behind the first solvation layer, thereby overestimating $R_g$ (compare Fig. 3 B). In contrast, $d=5$ Å would lead to an underestimate of $R_g$, because it misses the increased density because of the second solvation layer at $d \sim 6$ Å.

In principle, $R_g$ and $I(q=0)$ should converge with increasingly bulk-like solvent behind the second solvation layer.
shell. However, we observed a systematic drift both in $R_g$ and $I(q = 0)$ at $d > 7 \, \text{Å}$ (Fig. 3, B and C, dotted lines), which we traced to a slightly different bulk water density in the protein and pure-solvent simulations. Therefore, we applied a density correction that allows us to fix the bulk water density to the experimental value of 334 $e \, \text{nm}^{-3}$. (See Materials and Methods for details.) This correction removed the drift almost completely (Fig. 3, B and C, solid lines). The very weak drift in the curves for glucose isomerase (Fig. 3, B and C, orange), we believe, originates from the large counter ion cloud of 60 sodium ions present in those simulations. Notably, altering the solvent density with the aim to correct for the increased $R_g$ during the past decades, which differ significantly in terms of their density and structure factors. Hence, the water model may influence the calculated SAXS/WAXS profiles via three effects. 1), The excess intensity $I(q)$ scales at small scattering angles $q$ with the square of the density contrast between solute and water, and it is therefore very sensitive to the density of the applied water model. However, as shown below, our procedure to fix the bulk density at the experimental value corrects for those effects (see also previous paragraph and Materials and Methods). 2), The packing of different water models on the protein surface may differ, thereby changing the structure of the solvation layer. 3), Variations of the water structure factor (31) may be relevant at wide angles, where the water scattering becomes dominant.

WAXS profiles were computed using eight different popular water models, and they are analyzed in detail in Fig. 4. The simulations were conducted with position restraints on all heavy atoms to ensure that differences between WAXS patterns originate exclusively from the applied water model. The overall shape of the SAXS and near-WAXS profiles are indistinguishable between different water models (Fig. 4 A). The same is true also when different all-atom force fields for the protein are applied (Fig. S4). In contrast, without solvent density correction, $I(q = 0)$ may vary by up to 30% (Fig. S5). We note that those large variations of $I(q = 0)$ originate from variations in the density contrast, and not by a possible mismatch in the bulk water densities of solute and solvent simulation systems. Because the water density mainly affects $I(q)$ at small angles, those variations cannot be absorbed by the fitting parameters $c$ or $f$ (Eq. 13). In the far wide-angle regime around the water peak, however, significant differences appear that reflect variations in the structure of the water models (Fig. 4 B, lower curves). These differences are to be expected, because popular water
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**FIGURE 4** Role of the water model for SAXS/WAXS patterns. (A) SAXS and near-WAXS curves for three proteins (as indicated in the graph) computed using eight different water models, as shown in the legend. The curves from different water models are indistinguishable. (B) Far-WAXS patterns of ubiquitin. Significant differences appear around the water peak between 15 and 35 nm$^{-1}$. Lower and upper curves: buffer subtraction schemes $I_s(q) - I_B(q)$ and $I_s(q) - (1 - v)I_B(q)$, respectively. (C) Difference $\Delta R_g := R_g^{\text{Cryst}} - R_g^{\text{Cryst}}$ between the radius of gyration $R_g$ computed from the Guinier fit and $R_g^{\text{Cryst}}$ computed from the crystal or NMR structure, demonstrating the increased $R_g$ because of higher water density in the solvation layer. $\Delta R_g$ is plotted versus the electron density of the water model. Systematic differences because of 1), the protein and 2), the water model are visible. Right-hand side: results from CRYSOL (default parameters), and experimental estimates. The color/symbol coding is indicated in the legend. (D) Intensity at $q = 0$, with the same color/symbol coding as in C. For clarity, $R(q = 0)$ was multiplied by a different constant for each protein. Dotted lines in C and D are the average values for the respective protein shown to guide the eye. To see this figure in color, go online.
models such as TIP3P (32) or SPC (33) were found to lack structure of the second solvation shell (31), whereas the structure of SPC/E and of the TIP4P and TIP5P variants are in better agreement with x-ray scattering data (31,51).

In addition, Fig. 4 B illustrates the influence of the buffer subtraction scheme. The lower curves where computed following Eq. 1, where the negative intensities reflect that the scattering intensity of the excluded solvent is larger around $q \sim 25$ nm$^{-1}$ than the scattering of the protein. The upper curves in Fig. 4 B correspond to the subtraction scheme involving the volume fraction of the protein, $I_q = (1 - v)I_B(q)$, and they were computed following an earlier study (25). For that scheme, pure water scattering $vI_B(q)$ is added back, leading to reduced influence of the water model.

To analyze the impact of the water model on the solvation layer, Fig. 4, C and D, presents $R_g$ and $I(q = 0)$ extracted from the Guinier fit, plotted versus the density of the respective water model (as indicated on top of the graphs). Here, we plotted the difference $\Delta R_g := R_{\text{Guinier}} - R_{\text{Cryst}}$ to the value taken from the crystal or NMR structure, thus visualizing purely the increase in $R_g$ because of the solvation layer. Remarkably, $\Delta R_g$ highly differs between different proteins. The influence of the water model is, however, relatively small, with the exception that TIP5P and TIP5P-Ew overestimate $R_g$ for the four smaller proteins. That finding is in line with a recent simulation study that reported tighter packing of TIP5P around a peptide described by different AMBER force fields, as compared with the default TIP3P water (60). The right-hand side panel of Fig. 4 C shows the estimate for $\Delta R_g$ from the experimental SAXS curves, as well as $\Delta R_g$ computed by CRYSOL (15) using the default parameters. We find reasonable agreement between simulation and experiment, whereas the implicit solvent model of CRYSOL, as expected, cannot account for variations in the solvation layer without fitting to experimental data.

To summarize, there is no optimal water model for the entire $q$ range. Up to scattering angles of $q \approx 15$ nm$^{-1}$, we thus recommend the default water model of the applied protein force field. In the far wide-angle regime SPC/E, TIP4P, or TIP4P-Ew are more appropriate to reproduce the water scattering peak. If the protein atoms are not restrained, however, a validation is required to exclude the possibility that the water model leads to unphysical population of conformational states. It is important to note that our conclusions here are drawn using CHARMM22* (46), and may not necessarily apply to other force fields. We do not recommend TIP5P variants for CHARMM22* because they may overestimate $R_g$.

**Importance of atomic fluctuations**

Most established methods for the calculation of SAXS/WAXS profiles use static biomolecular structures (15–18,20,24). However, WAXS profiles detect short-range correlations that may be smeared out by thermal fluctuations, thereby changing the scattering profiles. Indeed, Tiefe et al. reported that incorporating B-factors improves the agreement between calculated and measured profiles in the $q > 3$ nm$^{-1}$ regime, suggesting that atomic fluctuations are relevant here (61). Therefore, to quantify the influence of atomic fluctuations on WAXS profiles we conducted a series of simulations over a range of protein flexibilities: 1) all protein atoms were constrained (frozen); 2), all heavy atoms were restrained (force constant $k = 2000$ kJ mol$^{-1}$nm$^{-2}$); and 3), only backbone atoms were restrained ($k = 2000$ kJ mol$^{-1}$nm$^{-2}$); or 4), free (unrestrained) simulations. For each setup, the WAXS spectrum was computed from ~5000 simulations frames, and the deviation $\chi$ to the experimental data was computed by minimizing Eq. 13. In addition, to test how the fitting metric influences the agreement between computed and experimental curves, the fits were also conducted using the experimental statistical errors as inverse weights (Table S1).

As shown in Table 1, the agreement between the calculated and the experimental WAXS curves improves as we incorporate atomic fluctuations up to backbone-restraints. Results from the weighted fits corroborate this finding. However, compared with the nonweighted fits on the logarithmic scale, a smaller influence from fluctuations is found. This suggest that fluctuations are indeed particularly relevant for the wide-angle regime, which is emphasized by
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**TABLE 1  Effect of atomic fluctuations and conformational sampling on WAXS profiles**

<table>
<thead>
<tr>
<th></th>
<th>Frozen</th>
<th>Posres heavy</th>
<th>Posres backbone</th>
<th>Free MD 1</th>
<th>Free MD 2</th>
<th>NMR ensemble</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glucose isomerase</td>
<td>5.8</td>
<td>5.4</td>
<td>5.4</td>
<td>12.1 (100 ns)</td>
<td>10.9 (1 µs)</td>
<td>11.9f</td>
</tr>
<tr>
<td>Lysozyme</td>
<td>9.0</td>
<td>7.2</td>
<td>7.2</td>
<td>9.0 (1 µs)</td>
<td>3.9 (20 ns)</td>
<td>6.9 / 7.0f</td>
</tr>
<tr>
<td>Cytochrome C</td>
<td>9.8</td>
<td>8.9</td>
<td>4.7</td>
<td>5.8 (1 µs)</td>
<td>6.3 (1 µs)</td>
<td>6.9 / 7.0f</td>
</tr>
<tr>
<td>Ubiquitin</td>
<td>14.1</td>
<td>9.4</td>
<td>7.8 ± 1.2d</td>
<td>8.3 (1 µs)</td>
<td>7.5 (1 µs)</td>
<td></td>
</tr>
<tr>
<td>GB3</td>
<td>9.6</td>
<td>9.7</td>
<td>6.5 ± 0.7d</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$\chi \times 10^2$ from simulations with decreasing restraints on the protein.

aAll protein coordinates frozen.

bPosition restraints on all heavy atoms ($k = 2000$ kJ mol$^{-1}$nm$^{-2}$).

cPosition restraints on backbone atoms only ($k = 2000$ kJ mol$^{-1}$nm$^{-2}$).

dAverage and standard deviation from 10 independent simulations.

fNMR ensembles 1E8L, 1XQQ, and 1D3Z, respectively.
a nonweighted fit. A notable exception is the agreement for GB3 that is strongly dependent on the fitting procedure, which, we believe, indicates that systematic errors in buffer subtraction dominate the analysis.

The respective WAXS profiles for cytochrome C and ubiquitin are shown in Fig. 5A. The WAXS profiles of ubiquitin are nearly unaffected by fluctuations at small angles, but they highly differ at wide angles (compare black and red curves). In contrast, the profiles of cytochrome C differ only moderately at wide angles. Instead, the intensity at small angles decreases and the peaks around \( q \sim 3.5 \text{ nm}^{-1} \) are left-shifted, indicating that cytochrome C expands upon the relaxation of the restraints. Hence, the improved agreement between experimental and computed WAXS patterns for cytochrome C may be taken as an indication that its crystal structure is more compact than the solution structure.

Validating solution ensembles against WAXS data

We conducted free MD simulations between 20 ns and 1 \( \mu \text{s} \) to 1), quantify the role of conformational sampling on WAXS profiles, and 2), to investigate the sensitivity of \( \chi \) with respect to potential unphysical biases in a solution ensembles. Compared with simulations with restraints on the backbone, the agreement to experiment systematically improved for ubiquitin, but it slightly degraded or depended on the weights for GB3 and cytochrome C, respectively (Tables 1 and S1). These findings suggest that 1), conformational sampling of the backbone does not significantly improve WAXS curves for the relatively stable proteins studied here; and that 2), the MD simulations generate reasonably correct ensembles of those proteins in solution.

We noted that free simulations resulted in a significant increase of \( \chi \) for glucose isomerase (\( \chi = 12.1 \) versus \( 5.4 \times 10^{-2} \)), as well as during the second microsecond-simulation of lysozyme (\( \chi = 10.9 \) versus \( 7.2 \times 10^{-2} \)). A closer inspection of the glucose isomerase simulation showed that the drastic increase of \( \chi \) is linked to an increase of \( R_g \) by \( \sim 1 \text{ Å} \) during the first 20 ps of the simulations. Hence, the experimental SAXS curve suggests that the increase of \( R_g \) during the simulation was unphysical. We repeated the simulations in four variations: 1) using different protein force fields (Amber99SB (48), or OPLS-aa (50)), 2) using longer 10 ns-equilibration with position restraints, 3) using gradual instead of instantaneous relaxation of position restraints after equilibration, or 4) simulating with 150 mM sodium chloride instead of using only counter ions. However, the increase of \( R_g \) and, hence, of \( \chi \) was consistently reproduced. In this study, we do not aim to clarify whether the instability might be attributable to bad conformations in the 1MNZ structure, or attributable to incomplete electrostatic screening around the highly charged protein. Instead, the analysis demonstrates that the comparison with experimental SAXS data is a highly sensitive measure to either validate simulation ensembles or to detect nonphysical conformations.

The increased \( \chi \) during the second MD simulation of lysozyme can by explained by means of a principal component analysis on the backbone atoms, which was conducted after merging the two independent simulations (Fig. 5, B–D). The first principal component (PC) is presented in Fig. 5C, showing that the second simulation fluctuated along the first PC, whereas the first simulation remained stable. The first PCA vector is visualized in Fig. 5D and mainly corresponds to enhanced flexibility of the loop between residue numbers 60 and 80. Using CRYSOL
calculations from the full protein and from structures lacking that loop, we confirmed that this loop motion accounts for differences between the WAXS curves of the two simulations (Fig. S6). Hence, the increased χ from the second lysozyme simulation suggests that this loop is instead stable in solution. More importantly, the results further confirm that WAXS calculations are sufficiently sensitive to detect the flexibility of a single loop, thereby opening the route to apply WAXS profiles for the validation of force field-based simulations.

To further investigate the role of conformational sampling for WAXS profiles, we computed the profiles from two different NMR ensembles of ubiquitin (PDB codes 1XQQ (62) and 1D3Z (41)) and one NMR ensemble of lysozyme (PDB code 1E8L (63), Fig. 5B, green). Each conformer of the ensemble was simulated for 2 ns with position restraints on the backbone atoms (k = 1000 kJ mol\(^{-1}\)nm\(^{-2}\)). Subsequently, the WAXS profiles were computed from ~5000 frames that were uniformly taken from the individual conformer simulations. The agreement to experiment as quantified by χ-values is shown in Table 1. The profiles of the two ubiquitin ensembles 1XQQ and 1D3Z favorably agree with experiment (6.9 \(\times\) 10\(^{-2}\) and 7.0 \(\times\) 10\(^{-2}\)), but they do not outperform the microsecond MD simulations, suggesting that the simulations correctly represent the solution state of ubiquitin. The spectrum of the 1E8L ensemble of lysozyme, however, only moderately agrees with the experiment, suggesting that the 193L crystal structure better represents the solution state of lysozyme.

Taken together, we find that incorporating atomic fluctuations by means of position restraints on the backbone atoms significantly improves the agreement between theoretical and experimental WAXS profiles. Including additional conformational sampling by free MD simulations leads to more accurate predictions only in certain cases, such as for ubiquitin. Therefore, position-restrained simulations are suitable for reliable predictions of WAXS profiles. It is important to note, however, that we here studied relatively stable proteins. For flexible peptides or protein domains connected by flexible linkers, conformational sampling is crucial to predict SAXS/WAXS patterns (6,27,28).

In turn, we find that calculated WAXS profiles are highly sensitive with respect to minor conformational transitions of the protein, such as the flexibility of a single loop or alterations of the radius of gyration. Therefore, the qualitative comparison between MD simulations and WAXS patterns shown here emerges as a tool to test the accuracy of solution ensembles.

CONCLUSIONS

The information content of SAXS/WAXS curves is relatively low; most measured curves contain only 10 to 15 independent data points (1). Free parameters that are fitted to match calculated and experimental profiles further reduce the information that is effectively available for grounding structural interpretations. Free parameters also increase the risk of drawing unfounded conclusions because of overfitting. Apart from the overall scaling factor for scattering intensities, we used only a single additional fitting parameter that accounts for experimental uncertainties attributable to the buffer subtraction and to dark currents, thereby minimizing the risk of overfitting, similar to a recent MD study (25). In particular, no free parameters are required to model the scattering contributions from the solvation layer and from the excluded solvent. In that respect, our calculations contrast methods based on implicit solvation models and/or on atomic form factors that are reduced according to the displaced solvent (13,15–18,22). It is important to note that the distance d between protein and envelope is not a free parameter in our calculations. Instead, d = 8 Å was chosen sufficiently large to ensure bulk-like water at the surface of the envelope. Likewise, we do not consider the force field as free parameters, because they are typically based on ab initio calculations and previously refined with respect to independent experimental data, such as solvation free energies or NMR data. Here, neither d nor the force field parameters are fitted to match the calculated and experimental WAXS profiles.

The algorithms shown in this study are efficient and can be parallelized, allowing one to compute WAXS patterns even from simulations of large macromolecular assemblies. To illustrate this fact, we computed the WAXS spectrum from an MD simulation of the E. coli ribosome (Fig. 6) (44). The envelope contained ~820,000. By averaging over 20 simulation frames we achieved nearly invisible small error bars, and the calculation took 1.25h on a 64-core AMD Opteron server (Sunnyvale, CA). Hence, the computational cost of the WAXS calculations presented in this study are negligible compared with the cost of the respective MD simulation. To reduce the cost of the WAXS calculations, we modeled the solvation layer by an irregular envelope instead of a sphere (25), which significantly reduces the number of water molecules that must be included in the calculations, thereby also reducing statistical noise in the density contrast to the pure-solvent system. For instance, an envelope and a sphere around ubiquitin, each at a distance of 8 Å from the protein atoms, contain ~1550 and ~3700 water molecules, respectively. This increase will be more drastic for more elongated solutes.

The calculated WAXS profiles are in excellent agreement to experimental data both in the small and in the wide-angle regime. To establish WAXS calculations from MD simulations as a robust and predictive tool, we carefully evaluated the role of the applied force fields on the profiles. We found that both the protein and the water force field have only a minor effect on the profiles up to 15 nm\(^{-1}\), once we corrected for inaccurate densities of certain water models (Figs. 4 and S4). Hence, popular water models such as TIP3 or SPC are suitable for WAXS calculations up to
We found that including fluctuations by means of position-restraint simulations yield better agreement with experimental SANS/WAXS profiles, demonstrating the importance of atomic fluctuations for wide-angle scattering.

Solution ensembles generated from free MD simulations up to one microsecond provide only in certain cases a more accurate solution state of the protein, as quantified from the deviation between calculated and experimental WAXS profiles. We found that small conformational transitions, such as an unphysical increase of glucose isomerase by < 1% (or 0.3 Å) or an increased flexibility of a single loop of lysozyme, may lead to a significant discrepancy between simulation and experiment. In turn, consistently small deviations, as observed for microsecond simulations of ubiquitin, suggest that the simulations correctly sample the solution state of that protein. Hence, comparing MD simulations with experimental WAXS profiles emerges as a new route to validate solution ensembles, complementary to established protocols based on NMR or circular dichroism data (64–66).

To make the algorithms used here available to the public, we are currently setting up a web server for automated MD simulations and WAXS calculations. We expect the web server to go online in the coming months at: http://waxsis.uni-goettingen.de.
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